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#### Abstract

This paper introduces and analyzes a new parallel-in-time gradient type method for the solution of convex linear-quadratic discrete-time optimal control (DTOC) problems. Each iteration of the classical gradient method requires the solution of the forward-in-time state equation followed by the solution of the backward-in-time adjoint equation to compute the gradient. To introduce parallelism, the time steps are split into $N$ groups corresponding to time subintervals. At the time subinterval boundaries state and adjoint information from the previous iteration is used. On each time subinterval the forward-in-time state equation is solved, the backward-in-time adjoint equation is solved, gradient-type information is generated, and the control are updated. These computations can be performed in parallel across time subintervals. State and adjoint information at time subinterval boundaries is then exchanged with neighboring subintervals and the process is repeated. The resulting iteration can be interpreted as a so-called $(2 N-1)$-part iteration scheme. Convergence of the new parallel-in-time gradient type method is proven for suitable step-sizes by showing that an associated block companion matrix has spectral radius less than one. The performance of the new method is demonstrated on a DTOC problem obtained from a discretization of a 3D parabolic optimal control problem. In this example nearly perfect speed-up is observed for moderate number of time subdomains. This speed-up due to time decomposition multiplies existing speed-up due to parallelization in the solution of state and adjoint equations.
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## 1 Introduction

We introduce and analyze a new parallel-in-time gradient-type method for convex linear-quadratic discrete-time optimal control (DTOC) problems. Each iteration of the standard gradient method applied to DTOC problems requires the forward in time solution of the state equation, followed by the backward in time solution of the so-called adjoint equation before the gradient can be computed and the control can be updated. To introduce parallelism our method splits the time steps into $N$ groups, corresponding to time subintervals. At the boundary index of each time subinterval we use state and adjoint information from the previous iteration. This allows the computation of state, adjoint, and gradient, and control update on each time subinterval in parallel. After states and adjoints are computed on each time subinterval state and adjoint information at boundary indices of time subintervals are exchanged with neighboring time subintervals. Since for given controls, the state and adjoint equations are typically not satisfied on the entire time interval, there are 'jumps' in the states and adjoints at indices corresponding time subinterval boundaries, we refer to our scheme as a gradient-type method.

We show that the resulting iteration can be interpreted as a so-called $(2 N-1)$-part iteration scheme as introduced in [6], [7]. However, in our context the Hessian matrix and its ( $2 N-1$ )-part splitting is never explicitly computed. Moreover, the convergence results in [6] [7] are for specific splittings only and do not apply to our setting. We use the structure of the ( $2 N-1$ )-part iteration scheme and properties of a corresponding block companion matrix to prove convergence of our new parallel-in-time gradient-type method for sufficiently small step-size.

This work is motivated by linear-quadratic optimal control problems governed by parabolic partial differential equations (PDEs) and our example problems are optimal control problems governed by time dependent advection diffusion PDE. We use a 1D problem to illustrate some of the theoretical convergence results, and we use a 3D problem to illustrate the parallel performance of parallel-in-time gradient-type method. For the 3D example problem we observe nearly perfect speed-up for moderate number $N$ of time subdomains. The number $N$ up to which nearly perfect speed-up is observed depends on problem data such as length of the time domain. Our specific example excellent speed-ups are obtained for $N \approx 20$ and $N \approx 50$ time subdomains. It is also important to note that the speed-up due to time decomposition multiplies existing speed-up in the solution of state and adjoint equations, e.g, due to parallel solution of linear systems arising in the time-stepping.

Time-decomposition based methods for linear quadratic optimal control problems have recently been proposed in [1], [5], [10], [18] [2], [15], [12], [4]. Specifically, [1], [5], [10] use time decomposition for parabolic optimal control problems. In [5], [10] the time subdomains are nonoverlapping, while [1] use overlaps. All iterative methods in [1], [5], [10] approximately solve time-subdomain optimal control problems and do not directly generalize to nonlinear, non-convex problems. The papers [2], [15] use time domain decomposition based reformulations to derive constrained optimization problems in which the control variables and states at time-domain interfaces are the optimization variables, and apply augmented Lagrangian-type methods for their
solution. The papers [12], [4], explore the connection between time domain decompsition and multiple shooting methods, and discuss space-time adaptation of finite element discretizations, but use standard optimization approaches. Finally the paper [18] introduces a 'parareal' based preconditioner for optimality systems for linear-quadratic parabolic optimal control problems. Although the optimization formulation itself does not use time-decomposition, the 'parareal' method is used for the solution of systems related to the state and adjoint equations and it introduces parallel-in-time computations into the preconditioner. Our parallel-in-time gradient-type method resembles the classical gradient method. A given implementation of the classical gradient method can be easily modified to implement our parallel-in-time gradient-type method. Conceptually our parallel-in-time gradient-type method can be generalized to general nonlinear problems, although our current theory does not capture such extensions.

This paper is organized as follows. In Section 2 we state the DTOC problem and present the classical gradient method for its solution. The results in this section are well known, but the notation introduced is important for the presentation and analysis of our method. Section 3 introduces the parallel-in-time gradient-type method. We then interpret this new method as a ( $2 \mathrm{~N}-$ $1)$-part iteration scheme. The convergence of this $(2 N-1)$-part iteration scheme is determined by the spectrum of a block companion matrix, parameterized by the step-size of gradient-type method. We prove that for sufficiently small positive step-size the spectral radius of the companion matrix is less than one and, therefore, that our parallel-in-time gradient-type method converges with sufficiently small positive step-size selection. In Section 4 we illustrate the performance of our new method on DTOC problems obtained from discretizations of optimal control problems governed by time dependent advection diffusion PDEs.

## 2 Gradient Method

We consider DTOC problems with state and control variables $y_{0}, \ldots, y_{K} \in \mathbb{R}^{n_{y}}$ and $u_{0}, \ldots, u_{K-1} \in$ $\mathbb{R}^{n_{u}}$. Given symmetric positive semidefinite matrices $Q_{1}, \ldots, Q_{K} \in \mathbb{R}^{n_{y} \times n_{y}}$, symmetric positive definite matrices $R_{0}, \ldots, R_{K-1} \in \mathbb{R}^{n_{u} \times n_{u}}$, matrices $A_{0}, \ldots, A_{K-1} \in \mathbb{R}^{n_{y} \times n_{y}}, B_{0}, \ldots, B_{K-1} \in \mathbb{R}^{n_{y} \times n_{u}}$, and vectors $d_{1}, \ldots, d_{K}, c_{0}, \ldots, c_{K-1} \in \mathbb{R}^{n_{y}}, e_{0}, \ldots, e_{K-1} \in \mathbb{R}^{n_{u}}$, the DTOC problem is given by

$$
\begin{align*}
& \operatorname{minimize} \sum_{k=1}^{K}\left[\frac{1}{2} y_{k}^{T} Q_{k} y_{k}+d_{k}^{T} y_{k}+\frac{1}{2} u_{k-1}^{T} R_{k-1} u_{k-1}+e_{k-1}^{T} u_{k-1}\right]  \tag{2.1a}\\
& \text { subject to } y_{0}=y_{\text {given }}  \tag{2.1b}\\
& \quad y_{k+1}=A_{k} y_{k}+B_{k} u_{k}+c_{k}, \quad k=0, \ldots, K-1 \tag{2.1c}
\end{align*}
$$

We can use the constrains (2.1c) to express $y_{k}$ as a function of $u_{0}, \ldots, u_{k-1}$. This leads to the following unconstrained formulation of (2.1).

$$
\begin{equation*}
\operatorname{Minimize}_{u_{0}, \ldots, u_{K-1}} J\left(u_{0}, \ldots, u_{K-1}\right), \tag{2.2a}
\end{equation*}
$$

where

$$
\begin{align*}
J\left(u_{0}, \ldots, u_{K-1}\right)=\sum_{k=1}^{K}[ & \frac{1}{2} y_{k}\left(u_{0}, \ldots, u_{k-1}\right)^{T} Q_{k} y_{k}\left(u_{0}, \ldots, u_{k-1}\right)+d_{k}^{T} y_{k}\left(u_{0}, \ldots, u_{k-1}\right) \\
& \left.+\frac{1}{2} u_{k-1}^{T} R_{k-1} u_{k-1}+e_{k-1}^{T} u_{k-1}\right] \tag{2.2b}
\end{align*}
$$

The problems (2.1) and (2.2) are equivalent.
It is well-known that the gradient of $J$ can be computed using the adjoint equation approach. See, e.g., the books [3, Sec. 1.9], [14, Sec. 2.4]. The gradient can be computed as follows.

Compute $y_{0}, \ldots, y_{K}$ by solving

$$
\begin{align*}
y_{0} & =y_{\text {given }}  \tag{2.3a}\\
y_{k+1} & =A_{k} y_{k}+B_{k} u_{k}+c_{k} \quad \text { for } k=0, \ldots, K-1 . \tag{2.3b}
\end{align*}
$$

Compute $p_{0}, \ldots, p_{K-1}$ by solving

$$
\begin{align*}
p_{K-1} & =d_{K}+Q_{K} y_{K},  \tag{2.3c}\\
p_{k-1} & =d_{k}+Q_{k} y_{k}+A_{k}^{T} p_{k} \quad \text { for } k=K-1, \ldots, 1 . \tag{2.3d}
\end{align*}
$$

The gradient is given by

$$
\begin{equation*}
\nabla_{u_{k}} J\left(u_{0}, \ldots, u_{K-1}\right)=R_{k} u_{k}+e_{k}+B_{k}^{T} p_{k} \quad \text { for } k=0, \ldots, K-1 \tag{2.3e}
\end{equation*}
$$

One step of the gradient method is listed in Algorithm 2. We use subscripts $k$ to denote time steps and superscripts $(j)$ to denote the iteration in the gradient method.

```
Algorithm \(1 j\) th iteration of the gradient method with step size \(\alpha>0\)
    Given control \(u_{0}^{(j)}, \ldots, u_{K-1}^{(j)}\), and initial state \(y_{0}^{(j)}=y_{\text {given }}\).
    for \(k=0, \ldots, K-1\) do
                                    \(\triangleright\) solve state equation forward in time
        Compute \(y_{k+1}^{(j)}=A_{k} y_{k}^{(j)}+B_{k} u_{k}^{(j)}+c_{k}\)
    end for
    Compute \(p_{K-1}^{(j)}=d_{K}+Q_{K} y_{K}^{(j)} \quad \triangleright\) solve adjoint equation backward in time
    for \(k=k-1, \ldots, 1\) do
        Compute \(p_{k-1}^{(j)}=d_{k}+Q_{k} y_{k}^{(j)}+A_{k}^{T} p_{k}^{(j)}\)
    end for
    for \(k=0, \ldots, K-1\) do \(\quad \triangleright\) update control using negative gradient
        \(u_{k}^{(j+1)}=u_{k}^{(j)}-\alpha\left(R_{k} u_{k}^{(j)}+e_{k}+B_{k}^{T} p_{k}^{(j)}\right)\)
    end for
```

For the following presentation it will be helpful to write the gradient method in a more compact matrix-vector notation. We define the vectors

$$
\mathbf{u} \stackrel{\text { def }}{=}\left[\begin{array}{c}
u_{0}  \tag{2.4a}\\
u_{1} \\
\vdots \\
u_{K-1}
\end{array}\right] \in \mathbb{R}^{K n_{u}}, \quad \mathbf{y} \stackrel{\text { def }}{=}\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{K}
\end{array}\right], \mathbf{p} \stackrel{\text { def }}{=}\left[\begin{array}{c}
p_{0} \\
p_{1} \\
\vdots \\
p_{K-1}
\end{array}\right], \mathbf{y}_{0} \stackrel{\text { def }}{=}\left[\begin{array}{c}
A_{0} y_{0} \\
A_{1} A_{0} y_{0} \\
\vdots \\
A_{K-1} \ldots A_{0} y_{0}
\end{array}\right] \in \mathbb{R}^{K n_{y}},
$$

the matrix

$$
\mathbf{L} \stackrel{\text { def }}{=}\left[\begin{array}{c|c|c|c|c|c}
I & & & &  \tag{2.4b}\\
A_{1} & I & & & & \\
A_{2} A_{1} & A_{2} & I & & & \\
A_{3} A_{2} A_{1} & A_{3} A_{2} & A_{3} & I & & \\
\vdots & & & & \ddots & \\
A_{K-1} A_{K-2} \cdots A_{1} & A_{K-1} A_{K-2} \cdots A_{2} & \cdots & \cdots & A_{K-1} & I
\end{array}\right] \in \mathbb{R}^{K n_{y} \times K n_{y}}
$$

and the quantities

$$
\begin{array}{ccc}
\mathbf{Q} \stackrel{\text { def }}{=} \operatorname{diag}\left(Q_{1}, \ldots, Q_{K}\right), & \mathbf{R} \stackrel{\text { def }}{=} \operatorname{diag}\left(R_{0}, \ldots, R_{K-1}\right), & \mathbf{B} \stackrel{\text { def }}{=} \operatorname{diag}\left(B_{0}, \ldots, B_{K-1}\right), \\
\mathbf{c} \stackrel{\text { def }}{=}\left(c_{0}^{T}, \ldots, c_{K-1}^{T}\right)^{T}, & \mathbf{d} \stackrel{\text { def }}{=}\left(d_{1}^{T}, \ldots, d_{K}^{T}\right)^{T}, & \mathbf{e} \stackrel{\text { def }}{=}\left(e_{0}^{T}, \ldots, e_{K-1}^{T}\right)^{T} . \tag{2.4d}
\end{array}
$$

The state computations (2.3a,b) can be written as

$$
\begin{equation*}
\mathbf{y}=\mathbf{L}(\mathbf{B u}+\mathbf{c})+\mathbf{y}_{0} \tag{2.5}
\end{equation*}
$$

the adjoint computations ( $2.3 \mathrm{c}, \mathrm{d}$ ) can be written as

$$
\begin{equation*}
\mathbf{p}=\mathbf{L}^{T}(\mathbf{Q} \mathbf{y}+\mathbf{d}) \tag{2.6}
\end{equation*}
$$

and the gradient (2.3e) is given by $\nabla J(\mathbf{u})=\mathbf{R u}+\mathbf{e}+\mathbf{B}^{T} \mathbf{p}$. If we insert (2.6) and (2.5) into the previous expression for $\nabla J(\mathbf{u})$, then

$$
\begin{align*}
\nabla J(\mathbf{u}) & =\left[\mathbf{R}+(\mathbf{L B})^{T} \mathbf{Q}(\mathbf{L B})\right] \mathbf{u}+\mathbf{e}+(\mathbf{L B})^{T} \mathbf{Q}\left(\mathbf{L} \mathbf{c}+\mathbf{y}_{0}\right)+(\mathbf{L B})^{T} \mathbf{d} \\
& =\mathbf{H u}+\mathbf{g} \tag{2.7}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{H} \stackrel{\text { def }}{=} \mathbf{R}+(\mathbf{L B})^{T} \mathbf{Q}(\mathbf{L B}), \quad \mathbf{g} \stackrel{\text { def }}{=} \mathbf{e}+(\mathbf{L B})^{T} \mathbf{Q}\left(\mathbf{L} \mathbf{c}+\mathbf{y}_{0}\right)+(\mathbf{L} \mathbf{B})^{T} \mathbf{d} \tag{2.8}
\end{equation*}
$$

Since $R_{0}, \ldots, R_{K-1} \in \mathbb{R}^{n_{u} \times n_{u}}$ symmetric positive definite and $Q_{1}, \ldots, Q_{K} \in \mathbb{R}^{n_{y} \times n_{y}}$ are symmetric positive semidefinite, $\mathbf{H}$ is symmetric positive definite. Alternatively, we can insert (2.5) into (2.2b) to obtain

$$
\begin{equation*}
J(\mathbf{u})=\frac{1}{2} \mathbf{u}^{T} \mathbf{H} \mathbf{u}+\mathbf{g}^{T} \mathbf{u}+\text { const. } \tag{2.9}
\end{equation*}
$$

and derive the expression (2.7) this way.
We also recall that the gradient method with constant step-size $\alpha$, in this context also known as Richardson's iteration,

$$
\begin{equation*}
\mathbf{u}^{(j+1)}=\mathbf{u}^{(j)}-\alpha\left(\mathbf{H} \mathbf{u}^{(j)}+\mathbf{g}\right) \tag{2.10}
\end{equation*}
$$

is an iterative method derived from the splitting $\mathbf{H}=\alpha^{-1} \mathbf{I}-\left(\alpha^{-1} \mathbf{I}-\mathbf{H}\right)$. Let $0<\lambda_{\min }(\mathbf{H}) \leq$ $\lambda_{\max }(\mathbf{H})$ denote the smallest and largest eigenvalue of $\mathbf{H}$. The spectral radius of the iteration matrix $\mathbf{I}-\alpha \mathbf{H}$ is less than one for all step sizes $0<\alpha<2 / \lambda_{\max }(\mathbf{H})$. The smallest spectral radius $\rho^{*}=\left(\lambda_{\max }(\mathbf{H})-\lambda_{\min }(\mathbf{H})\right) /\left(\lambda_{\max }(\mathbf{H})+\lambda_{\min }(\mathbf{H})\right)$ is achieved with step size $\alpha^{*}=2 /\left(\lambda_{\max }(\mathbf{H})+\right.$ $\left.\lambda_{\text {min }}(\mathbf{H})\right)$.

## 3 Parallel Gradient-Type Method

### 3.1 Derivation of the Method

The gradient method requires a full forward-in-time state solve followed by a full backward-intime adjoint solve before the control can be updated. Our parallel-in-time gradient method splits the time indices into $N$ subsets, where the $i$ th one is given by $\left\{K_{i}, \ldots, K_{i+1}\right\} . i=0, \ldots, N-1$, and the time indices satisfy $0=K_{0}<K_{1}<\ldots<K_{N}=K$. Since the indices $K_{i}, \ldots, K_{i+1}$ correspond to time steps, we refer to $\left\{K_{i}, \ldots, K_{i+1}\right\}$ as the $i$ th time subinterval, and refer to the indices $K_{i}, K_{i+1}$ as the left/right time interval boundary.

The idea of our parallel-in-time gradient-type method is simple. Suppose we are given the current control on the $i$ th time subinterval, $u_{K_{i}}^{(j)}, u_{K_{i}+1}^{(j)}, \ldots, u_{K_{i+1}-1}^{(j)}$. If we knew the state information $y_{K_{i}}^{(j)}$ at the left time interval boundary $K_{i}$ and the adjoint information $p_{K_{i+1}}^{(j)}$ at the right time interval boundary $K_{i+1}$, then we can compute $y_{k}^{(j)}, k=K_{i}+1, \ldots, K_{i+1}$, the adjoints $p_{k}^{(j)}$, $k=K_{i+1}-1, \ldots, K_{i}$, and then update the controls with indices $K_{i}, K_{i}+1, \ldots, K_{i+1}-1$. Since $y_{K_{i}}^{(j)}$ and $p_{K_{i+1}}^{(j)}$ are only available through an entire state and adjoint solve, we use the values from the previous iteration, and exchange these values after time subinterval computations for state and adjoint information are completed. Thus for the $i$ th time subinterval, $i \in\{1, \ldots, N-2\}$, we proceed as follows (for $i=0$ and $i=N-1$ initial state information or final adjoint information is given): Given $u_{K_{i}}^{(j)}, u_{K_{i}+1}^{(j)}, \ldots, u_{K_{i+1}-1}^{(j)}$ and $y_{K_{i}}^{(j-1)}$ and $p_{K_{i+1}}^{(j-1)}$ we first compute $i$ th time subinterval states using

$$
\begin{align*}
y_{K_{i}+1}^{(j)} & =A_{K_{i}} y_{K_{i}}^{(j-1)}+B_{K_{i}} u_{K_{i}}^{(j)}+c_{K_{i}},  \tag{3.1a}\\
y_{k+1}^{(j)} & =A_{k} y_{k}^{(j)}+B_{k} u_{k}^{(j)}+c_{k}, \tag{3.1b}
\end{align*} \quad k=K_{i}+1, \ldots, K_{i+1}-1 .
$$

Next we compute $i$ th time subinterval adjoints using

$$
\begin{array}{rlr}
p_{K_{i+1}-1}^{(j)} & =Q_{K_{i+1}} y_{K_{i+1}}^{(j)}+d_{K_{i+1}}+A_{K_{i+1}}^{T} p_{K_{i+1}}^{(j-1)}, & \\
p_{k-1}^{(j)} & =Q_{k} y_{k}^{(j)}+d_{k}+A_{k}^{T} p_{k}^{(j)}, & k=K_{i+1}-1, \ldots, K_{i}+1 . \tag{3.1d}
\end{array}
$$

Then we update the $i$ th time subinterval controls using

$$
\begin{equation*}
u_{k}^{(j+1)}=u_{k}^{(j)}-\alpha\left(R_{k} u_{k}^{(j)}+e_{k}+B_{k}^{T} p_{k}^{(j)}\right), \quad k=K_{i}, \ldots, K_{i+1}-1 . \tag{3.1e}
\end{equation*}
$$

Finally, we send $y_{K_{i+1}}^{(j)}$ to processor $i+1$ and $p_{K_{i}}^{(j)}$ to processor $i-1$, and we receive $y_{K_{i}}^{(j)}$ from processor $i-1$ and $p_{K_{i+1}}^{(j)}$ from processor $i+1$.

The complete statement, taking into account the modifications for time subintervals $i=0$ and $i=N-1$ is given in Algorithm 3.1. Since at given controls $u_{0}^{(j)}, \ldots, u_{K-1}^{(j)}$ the state equation (2.3a,b) and the adjoint equation $(2.3 \mathrm{c}, \mathrm{d})$ are not satisfied (there are 'jumps' at the time interval boundaries $K_{1}, \ldots, K_{N-1}$ ) when Algorithm 3.1 is used, we call it 'gradient-type'.

```
Algorithm \(2 j\) th iteration of the parallel-in-time gradient-type method with step size \(\alpha>0\). De-
scribes the tasks executed by processor of rank \(i \in\{0, \ldots, N-1\}\)
    Input control \(u_{K_{i}}^{(j)}, u_{K_{i}+1}^{(j)}, \ldots, u_{K_{i+1}-1}^{(j)}\). \(\quad\) initialization of the iteration
    if \(i>0\) and \(j=0\) then
    Input initial \(y_{K_{i}}^{(-1)}\)
end if
if \(i<N-1\) and \(j=0\) then
    Input initial \(p_{K_{i+1}}^{(-1)}\)
end if
if \(i=0\) then \(\quad \triangleright\) solve the state equation forward in time
\(y_{K_{i}+1}^{(j)}=A_{K_{i}} y_{\text {given }}+B_{K_{i}} u_{K_{i}}^{(j)}+c_{K_{i}}\)
else
    \(y_{K_{i}+1}^{(j)}=A_{K_{i}} y_{K_{i}}^{(j-1)}+B_{K_{i}} u_{K_{i}}^{(j)}+c_{K_{i}}\)
end if
for \(k=K_{i}+1, \ldots, K_{i+1}-1\) do
    \(y_{k+1}^{(j)}=A_{k} y_{k}^{(j)}+B_{k} u_{k}^{(j)}+c_{k}\)
end for
if \(i=N-1\) then \(\quad \triangleright\) solve the adjoint equation backward in time
    \(p_{K_{i+1}-1}^{(j)}=Q_{K_{i+1}} y_{K_{i+1}}^{(j)}+d_{K_{i+1}}\)
else
    \(p_{K_{i+1}-1}^{(j)}=Q_{K_{i+1}} y_{K_{i+1}}^{(j)}+d_{K_{i+1}}+A_{K_{i+1}}^{T} p_{K_{i+1}}^{(j-1)}\)
end if
for \(k=K_{i+1}-1, \ldots, K_{i}+1\) do
    \(p_{k-1}^{(j)}=Q_{k} y_{k}^{(j)}+d_{k}+A_{k}^{T} p_{k}^{(j)}\)
end for
for \(k=K_{i}, \ldots, K_{i+1}-1\) do
                                    \(\triangleright\) update control
    \(u_{k}^{(j+1)}=u_{k}^{(j)}-\alpha\left(R_{k} u_{k}^{(j)}+e_{k}+B_{k}^{T} p_{k}^{(j)}\right)\)
end for
if \(i>0\) then \(\quad \triangleright\) communication between processors
    send \(p_{K_{i}}^{(j)}\) to rank \(i-1\)
    receive \(y_{K_{i}}^{(j)}\) from rank \(i-1\)
end if
if \(i<N-1\) then
    send \(y_{K_{i+1}}^{(j)}\) to rank \(i+1\)
    receive \(p_{K_{i+1}}^{(j)}\) from rank \(i+1\)
end if
```


### 3.2 Interpretation as a $(2 N-1)$-Part Iteration Scheme

We express the parallel gradient-type method using a compact form, which will allow us to interpret this new method as a $(2 N-1)$-part iteration scheme corresponding to (2.10), and which will form the basis of our convergence proof.

We define the ordered product of matrices

$$
\prod_{h=i}^{j} A_{h} \stackrel{\text { def }}{=} \begin{cases}A_{j} A_{j-1} \times \ldots \times A_{i+1} A_{i}, & i \leq j \\ I, & i>j\end{cases}
$$

Using this notation and recursive substitutions of (3.1a,b) we obtain the following. For $j \geq 0$, $0 \leq i \leq N-1$, and $1 \leq s \leq K_{i+1}-K_{i}$, note that $y_{K_{i}}^{(-1)}$ is initialized when the algorithm starts,

$$
\begin{equation*}
y_{K_{i}+s}^{(j)}=\left[\prod_{h=K_{i}}^{K_{i}+s-1} A_{h}\right] y_{K_{i}}^{(j-1)}+\sum_{t=0}^{s-1}\left[\prod_{h=K_{i}+s-t}^{K_{i}+s-1} A_{h}\right]\left(B_{K_{i}+s-t-1} u_{K_{i}+s-t-1}^{(j)}+c_{K_{i}+s-t-1}\right) . \tag{3.2}
\end{equation*}
$$

For $j \geq 1$ and $i \geq 1$, applying (3.2) with $j$ replaced by $j-1$ and $K_{i}$ replaced by $K_{i-1}$, and with $s=K_{i}-K_{i-1}$ gives

$$
\begin{equation*}
y_{K_{i}}^{(j-1)}=\left[\prod_{h=K_{i-1}}^{K_{i}-1} A_{h}\right] y_{K_{i-1}}^{(j-2)}+\sum_{t=0}^{K_{i}-K_{i-1}-1}\left[\prod_{h=K_{i}-t}^{K_{i}-1} A_{h}\right]\left(B_{K_{i}-t-1} u_{K_{i}-t-1}^{(j-1)}+c_{K_{i}-t-1}\right) . \tag{3.3}
\end{equation*}
$$

Inserting (3.3) into (3.2) gives for $j \geq 1$ and $i \geq 1$,

$$
\begin{align*}
y_{K_{i}+s}^{(j)}=\left[\prod_{h=K_{i-1}}^{K_{i}+s-1} A_{h}\right] y_{K_{i-1}}^{(j-2)} & +\sum_{t=0}^{K_{i}-K_{i-1}-1}\left[\prod_{h=K_{i}-t}^{K_{i}+s-1} A_{h}\right]\left(B_{K_{i}-t-1} u_{K_{i}-t-1}^{(j-1)}+c_{K_{i}-t-1}\right) \\
& +\sum_{t=0}^{s-1}\left[\prod_{h=K_{i}+s-t}^{K_{i}+s-1} A_{h}\right]\left(B_{K_{i}+s-t-1} u_{K_{i}+s-t-1}^{(j)}+c_{K_{i}+s-t-1}\right) \tag{3.4}
\end{align*}
$$

Repeating the previous steps leads to the following expression for $j \geq i$,

$$
\begin{align*}
y_{K_{i}+s}^{(j)}= & {\left[\prod_{h=0}^{K_{i}+s-1} A_{h}\right] y_{\text {given }} } \\
& +\sum_{d=1}^{i} \sum_{t=0}^{K_{i-d+1}-K_{i-d}-1}\left[\prod_{h=K_{i-d+1}-t}^{K_{i}+s-1} A_{h}\right]\left(B_{K_{i-d+1}-t-1} u_{K_{i-d+1}-t-1}^{(j-d)}+c_{K_{i-d+1}-t-1}\right) \\
& +\sum_{t=0}^{s-1}\left[\prod_{h=K_{i}+s-t}^{K_{i}+s-1} A_{h}\right]\left(B_{K_{i}+s-t-1} u_{K_{i}+s-t-1}^{(j)}+c_{K_{i}+s-t-1}\right) . \tag{3.5}
\end{align*}
$$

Rearranging (3.5) into matrix-vector product form gives, for $j \geq i$,

$$
\begin{align*}
& y_{K_{i}+s}^{(j)}=\left[\prod_{h=0}^{K_{i}+s-1} A_{h}\right] y_{\text {given }} \\
& +\sum_{d=1}^{i}\left[\prod_{h=K_{i-d}+1}^{K_{i}+s-1} A_{h}, \prod_{h=K_{i-d}+2}^{K_{i}+s-1} A_{h}, \ldots, \prod_{h=K_{i-d+1}}^{K_{i+s-1}^{i}} A_{h}\right]\left[\begin{array}{c}
B_{K_{i-d}} u_{K_{i-d}}^{(j-d)}+c_{K_{i-d}}^{(j-d)} \\
B_{K_{i-d}+1} u_{K_{i-d}+1}^{(-d)}+c_{K_{i-d}+1} \\
\vdots \\
B_{K_{i-d+1}-1} u_{K_{i-d+1}-1}^{(j-d)}+c_{K_{i-d+1}-1}
\end{array}\right] \\
& +\left[\prod_{h=K_{i}+1}^{K_{i}+s-1} A_{h}, \prod_{h=K_{i}+2}^{K_{i}+s-1} A_{h}, \ldots, \prod_{h=K_{i}+s-1}^{K_{i}+s-1} A_{h}, I\right]\left[\begin{array}{c}
B_{K_{i}} u_{K_{i}}^{(j)}+c_{K_{i}} \\
B_{K_{i}+1} u_{K_{i}+1}^{j)}+c_{K_{i}+1} \\
\vdots \\
B_{K_{i}+s-1} u_{K_{i}+s-1}^{(j)}+c_{K_{i}+s-1}
\end{array}\right]  \tag{3.6a}\\
& =\left[\prod_{h=0}^{K_{i}+s-1} A_{h}\right] y_{y_{\text {given }}} \\
& +\sum_{d=1}^{i}[\overbrace{0, \ldots, 0}^{K_{i-d} \text { zero blocks }}, \prod_{h=K_{i-d}+1}^{K_{i}+s-1} A_{h}, \prod_{h=K_{i-d}+2}^{K_{i}+s-1} A_{h}, \ldots, \prod_{h=K_{i-d+1}}^{K_{i}+s-1} A_{h}, \overbrace{0, \ldots, 0}^{\left(K-K_{i-d+1}\right) \text { zero blocks }}]\left(\mathbf{B u}^{(j-d)}+\mathbf{c}\right) \\
& +[\overbrace{0, \ldots, 0}^{K_{i} \text { zero blocks }} \overbrace{h=K_{i}+1}^{K_{i}+s-1} A_{h}, \prod_{h=K_{i}+2}^{K_{i}+s-1} A_{h}, \ldots, \prod_{h=K_{i}+s-1}^{K_{i}+s-1} A_{h}, I, \overbrace{0, \ldots, 0}^{\left(K-K_{i}\right)-s \text { zero blocks }}]\left(\mathbf{B u}^{(j)}+\mathbf{c}\right) . \tag{3.6b}
\end{align*}
$$

In (3.6b) each zero block is of size $n_{y} \times n_{y}$. Notice that the row vectors in (3.6b) are row blocks of L.

Equation (3.6b) represents the $\left(K_{i}+s\right)$ th block (of length $n_{y}$ ) component of the vector $\mathbf{y}^{(j)}$. To combine (3.6b) into a representation for the entire vector $\mathbf{y}^{(j)}$ we define matrices $\mathbf{I}_{-d} \in$ $\{0,1\}^{K n_{y} \times K n_{y}}, d=0, \ldots, N-1$ as follows. We use Matlab notation to indicate submatrices. The matrix $\mathbf{I}_{-d}$ is a zero matrix except for the submatrices

$$
\mathbf{I}_{-d}\left(K_{i-1} n_{y}+1: K_{i} n_{y}, K_{i-1-d} n_{y}+1: K_{i-d} n_{y}\right), \quad i=d+1, \ldots N
$$

which are matrices of all ones (i.e. the matrix entries of $\mathbf{I}_{-d}$ in the intersection of rows $K_{i-1} n_{y}+1$ to $K_{i} n_{y}$ and of columns $K_{i-1-d} n_{y}+1$ to $K_{i-d} n_{y}$ are equal to one). See Figure 3.1 for an illustration. Note that there are no overlapping nonzero entries for matrices $\mathbf{I}_{-d}$ for $d=0, \ldots, N-1$ and that $\sum_{d=0}^{N-1} \mathbf{I}_{-d}$ has entires ' 1 ' in all positions where $\mathbf{L}$ is nonzero. Now, if ' $\circ$ ' represents the Hadamard product, then (3.6) can be written as

$$
\begin{equation*}
\mathbf{y}^{(j)}=\sum_{d=0}^{N-1}\left(\mathbf{I}_{-d} \circ \mathbf{L}\right)\left(\mathbf{B u}{ }^{(j-d)}+\mathbf{c}\right)+\mathbf{y}_{0}, \quad \text { for } j \geq N-1 \tag{3.7}
\end{equation*}
$$

Similar to the derivation of (3.7) we can show that the equations (3.1c,d) for the adjoints lead


Figure 3.1: Illustration of the positions of ' 1 's in $\mathbf{I}_{0}, \mathbf{I}_{-1}$ and $\mathbf{I}_{-2}$ in an example where the state dimension is $n_{y}=2$, the $K=10$ time steps are split into $N=3$ subintervals with $K_{0}=0, K_{1}=$ $3, K_{2}=6, K_{3}=10$.
to the compact representation

$$
\begin{equation*}
\mathbf{p}^{(j)}=\sum_{d=0}^{N-1}\left(\mathbf{I}_{-d} \circ \mathbf{L}\right)^{T}\left(\mathbf{Q} \mathbf{y}^{(j-d)}+\mathbf{d}\right), \quad \text { for } j \geq N-1 \tag{3.8}
\end{equation*}
$$

Using (3.1e), (3.7) and (3.8) gives the following representation of our parallel-in-time gradient type iteration $j \geq 2 N-2$,

$$
\begin{align*}
\mathbf{u}^{(j+1)} & =\mathbf{u}^{(j)}-\alpha\left(\mathbf{R} \mathbf{u}^{(j)}+\mathbf{e}+\mathbf{B}^{T} \mathbf{p}^{(j)}\right) \\
& =\mathbf{u}^{(j)}-\alpha\left[\mathbf{R} \mathbf{u}^{(j)}+\sum_{r=0}^{N-1} \sum_{l=0}^{N-1}\left(\mathbf{I}_{-r} \circ \mathbf{L B}\right)^{T} \mathbf{Q}\left(\mathbf{I}_{-l} \circ \mathbf{L B}\right) \mathbf{u}^{(j-r-l)}+\mathbf{g}\right] . \tag{3.9}
\end{align*}
$$

We define

$$
\begin{align*}
& \mathbf{H}_{0} \stackrel{\text { def }}{=} \mathbf{R}+\left(\mathbf{I}_{0} \circ \mathbf{L} \mathbf{B}\right)^{T} \mathbf{Q}\left(\mathbf{I}_{0} \circ \mathbf{L} \mathbf{B}\right),  \tag{3.10a}\\
& \mathbf{H}_{d} \stackrel{\text { def }}{=} \sum_{\substack{l, r \in\{0, \ldots, N-1\} \\
l+r=d}}\left(\mathbf{I}_{-r} \circ \mathbf{L B}\right)^{T} \mathbf{Q}\left(\mathbf{I}_{-l} \circ \mathbf{L B}\right), \quad d=1, \ldots, 2 N-2 . \tag{3.10b}
\end{align*}
$$

Note that the Hessian (2.8) can be split as

$$
\begin{equation*}
\mathbf{H}=\sum_{d=0}^{2 N-2} \mathbf{H}_{d} \tag{3.11}
\end{equation*}
$$

Inserting (3.10) into (3.9) gives

$$
\begin{equation*}
\mathbf{u}^{(j+1)}=\mathbf{u}^{(j)}-\alpha\left(\sum_{d=0}^{2 N-2} \mathbf{H}_{d} \mathbf{u}^{(j-d)}+\mathbf{g}\right) \tag{3.12}
\end{equation*}
$$

The presentation (3.12) reveals that our parallel-in-time gradient-type method is a $(2 N-1)$-part iteration scheme as defined in [6], [7] derived from the $(2 N-1)$-part additive splitting

$$
\mathbf{H}=\alpha^{-1} \mathbf{I}-\left(\alpha^{-1} \mathbf{I}-\mathbf{H}_{0}\right)-\left(-\mathbf{H}_{1}\right)-\ldots-\left(-\mathbf{H}_{2 N-2}\right),
$$

which results by adding/subtracting $\alpha^{-1} \mathbf{I}$ in (3.11).
The convergence results in [6] [7] are for specific splittings (in our notation, for specific matrices $\mathbf{H}, \mathbf{H}_{0}, \ldots, \mathbf{H}_{2 N-2}$ ) only and do not apply to our setting. In the next section we prove convergence for sufficiently small step-size $\alpha>0$.

### 3.3 Convergence Proof

Using the representation (2.9) it follows immediately that the optimal control $\mathbf{u}^{(*)}$ satisfies $\mathbf{H u}{ }^{(*)}+$ $\mathbf{g}=\mathbf{0}$ and, using (3.11),

$$
\begin{equation*}
\mathbf{u}^{(*)}=\mathbf{u}^{(*)}-\alpha\left(\sum_{d=0}^{2 N-2} \mathbf{H}_{d} \mathbf{u}^{(*)}+\mathbf{g}\right) \tag{3.13}
\end{equation*}
$$

Subtracting (3.12) from (3.13) shows that the errors

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{(j)}=\mathbf{u}^{(*)}-\mathbf{u}^{(j)} \tag{3.14}
\end{equation*}
$$

obey the recursion

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{(j+1)}=\boldsymbol{\varepsilon}^{(j)}-\alpha\left(\sum_{d=0}^{2 N-2} \mathbf{H}_{d} \varepsilon^{j-d}\right) \tag{3.15}
\end{equation*}
$$

If we define the block companion matrix

$$
\mathbf{C}(\alpha)=\left[\begin{array}{cccccc}
\mathbf{I}-\alpha \mathbf{H}_{0} & -\alpha \mathbf{H}_{1} & -\alpha \mathbf{H}_{2} & \ldots & -\alpha \mathbf{H}_{2 N-3} & -\alpha \mathbf{H}_{2 N-2}  \tag{3.16}\\
\mathbf{I} & \mathbf{I} & & & & \\
& & \mathbf{I} & & & \\
& & & \ddots & & \\
& & & & \mathbf{I} & \mathbf{0}
\end{array}\right]
$$

then the recursion (3.15) for the errors is equivalent to

$$
\left[\begin{array}{c}
\boldsymbol{\varepsilon}^{(j+1)}  \tag{3.17}\\
\boldsymbol{\varepsilon}^{(j)} \\
\vdots \\
\varepsilon^{(j-2 N+3)}
\end{array}\right]=\mathbf{C}(\boldsymbol{\alpha})\left[\begin{array}{c}
\boldsymbol{\varepsilon}^{(j)} \\
\boldsymbol{\varepsilon}^{(j-1)} \\
\vdots \\
\boldsymbol{\varepsilon}^{(j-2 N+2)}
\end{array}\right]
$$

Thus, convergence of our parallel-in-time gradient method is guaranteed if the spectral radius of the block companion matrix (3.16) is less than one. In the remainder of this section we will show that this is true for sufficiently small step size.

Theorem 3.1 For sufficiently small step size $\alpha>0$, the matrix $\mathbf{C}(\alpha)$ defined in (3.16) has spectral radius less than one.

The rest of this section is devoted to the proof of this convergence theorem. Specifically, Theorem 3.1 is a special case of Theorem 3.3 below.

In our convergence proof the positive definiteness of the Hessian is important, but not the particular structure of the matrices $\mathbf{H}_{d}$ in the splitting (3.11). Therefore, given complex $m \times m$ matrices $\mathbf{M}_{0}, \mathbf{M}_{1}, \ldots, \mathbf{M}_{n}$ with $\sum_{i=0}^{n} \mathbf{M}_{i}$ Hermitian and positive definite, we consider the block companion matrix

$$
\widetilde{\mathbf{C}}(\alpha) \stackrel{\text { def }}{=}\left[\begin{array}{cccccc}
\mathbf{I}-\alpha \mathbf{M}_{0} & -\alpha \mathbf{M}_{1} & -\alpha \mathbf{M}_{2} & \ldots & -\alpha \mathbf{M}_{n-1} & -\alpha \mathbf{M}_{n}  \tag{3.18}\\
\mathbf{I} & \mathbf{I} & & & & \\
& & \mathbf{I} & & & \\
& & & \ddots & & \\
& & & & \mathbf{I} & \mathbf{0}
\end{array}\right]
$$

We will prove that the spectral radius of $\widetilde{\mathbf{C}}(\alpha)$ is strictly less than one for sufficient small step sizes $\alpha>0$.

Our proof is based on an analysis of the location of the roots of the characteristic polynomial of $\widetilde{\mathbf{C}}(\alpha)$,

$$
\begin{equation*}
Q(\alpha, \lambda) \stackrel{\operatorname{def}}{=} \operatorname{det}(\widetilde{\mathbf{C}}(\alpha)-\lambda \mathbf{I}) \tag{3.19}
\end{equation*}
$$

for small $\alpha>0$. We also define

$$
\begin{equation*}
P(\alpha, \lambda) \stackrel{\text { def }}{=} \lambda^{n+1} \mathbf{I}+\lambda^{n}\left(\alpha \mathbf{M}_{0}-\mathbf{I}\right)+\alpha \sum_{i=1}^{n} \lambda^{n-i} \mathbf{M}_{i} \tag{3.20}
\end{equation*}
$$

Note that $Q(\alpha, \lambda)=(-1)^{m n} \operatorname{det}(P(\alpha, \lambda))$ (see, e.g., [8, p.17]). The following three statements are equivalent
i. $\lambda_{\alpha}$ is an eigenvalue of $\widetilde{\mathbf{C}}(\alpha)$.
ii. $\lambda_{\alpha}$ is an latent root of $P(\alpha, \cdot)$, i.e. $P\left(\alpha, \lambda_{\alpha}\right)$ is singular.
iii. $\lambda_{\alpha}$ is a root of $Q(\alpha, \cdot)$.

Since $P(0, \lambda)=\lambda^{n}(\lambda-1) \mathbf{I}$ and $\operatorname{det}(P(0, \lambda))=\lambda^{m n}(\lambda-1)^{m}$, the companion matrix $\widetilde{\mathbf{C}}(0)$ only has eigenvalues 0 and 1 . By continuity of polynomial roots with respect to polynomial coefficients [17], the roots $\lambda_{\alpha}$ of $Q(\alpha, \cdot)$ are contained in small balls around 0 and around 1 for sufficiently small $\alpha>0$. See Figure 3.2. For the roots $\lambda_{\alpha}$ in the small ball around 1, we can actually show that they must be contained in the open cone $C_{k}$ defined in (3.21) below, and that they have magnitude less than one. See Figure 3.2 and Lemma 3.2 below. This implies that the spectral radius of $\widetilde{\mathbf{C}}(\alpha)$ is less than one for sufficiently small $\alpha>0$ (see Theorem 3.3 below).


Figure 3.2: For sufficiently small $\alpha>0$ the eigenvalues $\lambda_{\alpha}$ of the companion matrix $\widetilde{\mathbf{C}}(\alpha)$, defined in (3.18) with $\sum_{i=0}^{n} \mathbf{M}_{i}$ Hermitian and positive definite, lie in the union of a small open ball around 0 and of the intersection of a small open ball around 1 and the open cone $C_{k}$, indicated by the dark shaded regions. In particular, all eigenvalues are inside the unit disk.

In the following $B(c, r)$ denotes the open ball in the complex plane of radius $r$ centered at $c$. The real and imganizary parts of a complex number $z$ are denoted by $\operatorname{Re}(z)$ and $\operatorname{Im}(z)$, respectively.

Lemma 3.2 If $\mathbf{M}_{0}, \mathbf{M}_{1}, \ldots, \mathbf{M}_{n}$ are $m \times m$ complex matrices with $\sum_{i=0}^{n} \mathbf{M}_{i}$ Hermitian and positive definite, then the following two statement are valid.
i. For any $\delta_{2}$ there exists a $\delta_{1}>0$ such that for all $\alpha \in\left(0, \delta_{1}\right) \subset \mathbb{R}$ all latent roots of $P(\alpha, \lambda)$ are contained in $B\left(0, \delta_{2}\right) \cup B\left(1, \delta_{2}\right) \subset \mathbb{C}$.
ii. Let $\delta_{2} \in(0,1 / 2)$ and $\delta_{1}$ be given as in part $i$. For all $k>0$ there exists $\delta_{3} \in\left(0, \delta_{1}\right)$ such that for all $\alpha \in\left(0, \delta_{3}\right) \subset \mathbb{R}$ the latent roots $\lambda \in B\left(1, \delta_{2}\right)$ of $P(\alpha, \lambda)$ satisfy

$$
\begin{equation*}
\lambda \in C_{k} \stackrel{\text { def }}{=}\{z \in \mathbb{C}: \operatorname{Re}(z)<1 \text { and }|\operatorname{Im}(z)| /(1-\operatorname{Re}(z))<k\} \tag{3.21}
\end{equation*}
$$

Proof: i. The first statement is a direct consequence of the fact that the roots of $\operatorname{det}(P(0, \lambda))=$ $\operatorname{det}\left(\lambda^{n}(\lambda-1) \mathbf{I}\right)=\lambda^{m n}(\lambda-1)^{m}$ are $\lambda=0$ and $\lambda=1$ and of the continuity of polynomial roots with respect to polynomial coefficients. (See, e.g., [17].)
ii. We first prove the second part of the lemma for the case of $n=0$. In this case $P(\alpha, \lambda)=\lambda \mathbf{I}-$ $\left(\mathbf{I}-\alpha \mathbf{M}_{0}\right)$ and $\mathbf{M}_{0}$ is Hermitian and positive definite. All latent roots of $P(\alpha, \lambda)=\lambda \mathbf{I}-\left(\mathbf{I}-\alpha \mathbf{M}_{0}\right)$ are given by $\lambda_{\alpha}=1-\alpha \sigma$, where $\sigma>0$ is an eigenvalue of $\mathbf{M}_{0}$. Let $\sigma_{\max }$ denote the largest eigenvalue of $\mathbf{M}_{0}$. For $\alpha \in\left(0, \delta_{3}\right), \delta_{3}<\min \left\{2 / \sigma_{\max }\left(\mathbf{M}_{0}\right), \delta_{1}\right\}$, the latent roots of $P(\alpha, \lambda)$ are contained in $(-1,1) \subset C_{k}$ for any $k>0$.

Now let $n \geq 1$. We can write

$$
\begin{align*}
P(\alpha, \lambda) & =\lambda^{n+1} \mathbf{I}+\lambda^{n}\left(\alpha \mathbf{M}_{0}-\mathbf{I}\right)+\alpha \sum_{i=1}^{n} \lambda^{n-i} \mathbf{M}_{i} \\
& =\alpha \sum_{i=0}^{n} \mathbf{M}_{i}+(\lambda-1) \mathbf{I}+\left[\left(\lambda^{n}-1\right)(\lambda-1) \mathbf{I}+\alpha \sum_{i=0}^{n-1}\left(\lambda^{n-i}-1\right) \mathbf{M}_{i}\right] \tag{3.22}
\end{align*}
$$

The last term in (3.22) can be estimated using

$$
\begin{align*}
& \left\|\left(\lambda^{n}-1\right)(\lambda-1) \mathbf{I}+\alpha \sum_{i=0}^{n-1}\left(\lambda^{n-i}-1\right) \mathbf{M}_{i}\right\|_{2} \\
& =\left\|(\lambda-1)^{2} \sum_{i=0}^{n-1} \lambda^{i} \mathbf{I}+\alpha(\lambda-1) \sum_{i=0}^{n-1}\left(\sum_{j=0}^{n-i-1} \lambda^{j}\right) \mathbf{M}_{i}\right\|_{2} \\
& \leq|\lambda-1|\left[|\lambda-1| \sum_{i=0}^{n-1}|\lambda|^{i}+\alpha \sum_{i=0}^{n-1}\left(\sum_{j=0}^{n-i-1}|\lambda|^{j}\right)\left\|\mathbf{M}_{i}\right\|_{2}\right] . \tag{3.23}
\end{align*}
$$

There exist $\varepsilon_{1}, \varepsilon_{2}>0$ such that for all $\alpha \in\left(0, \varepsilon_{1}\right), \lambda \in B\left(1, \varepsilon_{2}\right)$,

$$
|\lambda-1| \sum_{i=0}^{n-1}|\lambda|^{i}+\alpha \sum_{i=0}^{n-1}\left(\sum_{j=0}^{n-i-1}|\lambda|^{j}\right)\left\|\mathbf{M}_{i}\right\|_{2}<\frac{1}{\sqrt{2}}
$$

and, hence

$$
\begin{equation*}
\left\|\left(\lambda^{n}-1\right)(\lambda-1) \mathbf{I}+\alpha \sum_{i=0}^{n}\left(\lambda^{n-i}-1\right) \mathbf{M}_{i}\right\|_{2} \leq \frac{1}{\sqrt{2}}|\lambda-1| . \tag{3.24}
\end{equation*}
$$

Let $\sigma_{\min }(\cdot)$ denote the minimum singular value of a matrix and recall that $\sum_{i=0}^{n} \mathbf{M}_{i}$ is Hermitian and positive definite. For $\alpha>0$ and $\lambda \in \mathbb{C}$ the first two terms in (3.22) can be estimated using

$$
\begin{align*}
\sigma_{\min }\left(\alpha \sum_{i=0}^{n} \mathbf{M}_{i}+(\lambda-1) \mathbf{I}\right) & =\left|\alpha \sigma_{\min }\left(\sum_{i=0}^{n} \mathbf{M}_{i}\right)+(\lambda-1)\right| \\
& =\left[\left(\alpha \sigma_{\min }\left(\sum_{i=0}^{n} \mathbf{M}_{i}\right)+\operatorname{Re}(\lambda-1)\right)^{2}+\operatorname{Im}(\lambda-1)^{2}\right]^{1 / 2} \tag{3.25a}
\end{align*}
$$

Furthermore, if $\operatorname{Re}(\lambda) \geq 1$, then

$$
\begin{align*}
\sigma_{\min }\left(\alpha \sum_{i=0}^{n} \mathbf{M}_{i}+(\lambda-1) \mathbf{I}\right) & =\left[\left(\alpha \sigma_{\min }\left(\sum_{i=0}^{n} \mathbf{M}_{i}\right)+\operatorname{Re}(\lambda-1)\right)^{2}+\operatorname{Im}(\lambda-1)^{2}\right]^{1 / 2} \\
& \geq \frac{1}{\sqrt{2}}\left|\alpha \sigma_{\min }\left(\sum_{i=0}^{n} \mathbf{M}_{i}\right)+\operatorname{Re}(\lambda-1)\right|+\frac{1}{\sqrt{2}}|\operatorname{Im}(\lambda-1)| \\
& =\frac{1}{\sqrt{2}} \alpha \sigma_{\min }\left(\sum_{i=0}^{n} \mathbf{M}_{i}\right)+\frac{1}{\sqrt{2}} \operatorname{Re}(\lambda-1)+\frac{1}{\sqrt{2}}|\operatorname{Im}(\lambda-1)| \\
& \geq \frac{1}{\sqrt{2}} \alpha \sigma_{\min }\left(\sum_{i=0}^{n} \mathbf{M}_{i}\right)+\frac{1}{\sqrt{2}}|\lambda-1| . \tag{3.25b}
\end{align*}
$$

Combining (3.24) and (3.25b) shows that for all $\alpha \in\left(0, \varepsilon_{1}\right)$ and all $\lambda \in B\left(1, \varepsilon_{2}\right)$ with $\operatorname{Re}(\lambda) \geq 1$,

$$
\begin{equation*}
\sigma_{\min }\left(\alpha \sum_{i=0}^{n} \mathbf{M}_{i}+(\lambda-1) \mathbf{I}\right)>\left\|\left(\lambda^{n}-1\right)(\lambda-1) \mathbf{I}+\alpha \sum_{i=0}^{n}\left(\lambda^{n-i}-1\right) \mathbf{M}_{i}\right\|_{2} \tag{3.26}
\end{equation*}
$$

and, consequently, that $P(\alpha, \lambda)$ is non-singular. Therefore, for all $\alpha \in\left(0, \varepsilon_{1}\right)$ all latent roots of $P(\alpha, \lambda)$ that are contained in $B\left(1, \varepsilon_{2}\right)$ satisfy $\operatorname{Re}\left(\lambda_{\alpha}\right)<1$.

Given an arbitrary $k>0$. For $\lambda$ with $\operatorname{Re}(\lambda)<1$ and $\lambda \notin C_{k},|\operatorname{Im}(\lambda-1)|=|\operatorname{Im}(\lambda)| \geq k(1-$ $\operatorname{Re}(\lambda))=k \operatorname{Re}(1-\lambda)=k|\operatorname{Re}(\lambda-1)|$ and, thus,

$$
\frac{k+1}{k}|\operatorname{Im}(\lambda-1)| \geq|\operatorname{Im}(\lambda-1)|+|\operatorname{Re}(\lambda-1)| \geq|\lambda-1| .
$$

Combining this with (3.25a) we obtain the estimate

$$
\begin{equation*}
\sigma_{\min }\left(\alpha \sum_{i=0}^{n} \mathbf{M}_{i}+(\lambda-1) \mathbf{I}\right) \geq|\operatorname{Im}(\lambda-1)| \geq \frac{k}{k+1}|\lambda-1| \tag{3.27}
\end{equation*}
$$

There exist $\varepsilon_{1, k}, \varepsilon_{2, k}>0$ such that for all $\alpha \in\left(0, \varepsilon_{1, k}\right), \lambda \in B\left(1, \varepsilon_{2, k}\right)$,

$$
|\lambda-1| \sum_{i=0}^{n-1}|\lambda|^{i}+\alpha \sum_{i=0}^{n-1}\left(\sum_{j=0}^{n-i-1}|\lambda|^{(j)}\right)\left\|\mathbf{M}_{i}\right\|_{2}<\frac{k}{k+1} .
$$

Combining this inequality with (3.23) and (3.27) shows that for all $\alpha \in\left(0, \varepsilon_{1, k}\right)$ and all $\lambda \in$ $B\left(1, \varepsilon_{2, k}\right)$ with $\operatorname{Re}(\lambda)<0$ and $\lambda \notin C_{k}$ the inequality (3.26) holds and, thus, that $P(\alpha, \lambda)$ is nonsingular. Therefore, for all $\alpha \in\left(0, \min \left\{\varepsilon_{1}, \varepsilon_{1, k}\right\}\right)$ all latent roots of $P(\alpha, \lambda)$ that are contained in $B\left(1, \min \left\{\varepsilon_{2}, \varepsilon_{2, k}\right\}\right)$ satisfy $\operatorname{Re}\left(\lambda_{\alpha}\right)<1$ and $\lambda_{\alpha} \in C_{k}$.

Given $k>0$, choose $\delta_{3} \leq \min \left\{\varepsilon_{1}, \varepsilon_{1, k}\right\}$ such that for all $\alpha \in\left(0, \delta_{3}\right)$ the latent roots of $P(\alpha, \cdot)$ are in $B\left(0, \delta_{2}\right) \cup B\left(1, \min \left\{\delta_{2}, \varepsilon_{2}, \varepsilon_{2, k}\right\}\right) \subset \mathbb{C}$. This is possible by continuity of polynomial roots with respect to polynomial coefficients. From the previous steps it follows that all latent roots $\lambda_{\alpha} \in B\left(1, \delta_{2}\right)$ of $P(\alpha, \cdot)$ are in fact contained in $B\left(1, \min \left\{\delta_{2}, \varepsilon_{2}, \varepsilon_{2, k}\right\}\right)$ and satisfy $\lambda_{\alpha} \in C_{k}$.

Theorem 3.3 If $\mathbf{M}_{0}, \mathbf{M}_{1}, \ldots, \mathbf{M}_{n}$ are $m \times m$ complex matrices with $\sum_{i=0}^{n} \mathbf{M}_{i}$ Hermitian and positive definite, then the block companion matrix (3.18) has spectral radius strictly less than 1 for sufficiently small real $\alpha>0$.

Proof: Let $\delta_{2} \in(0,1 / 2)$ and $k>0$ arbitrary. Lemma 3.2 guarantees the existence of $\delta_{1}>0$ and $\delta_{3} \in\left(0, \delta_{1}\right)$ such that for all $\alpha \in\left(0, \delta_{3}\right)$ the latent roots of $P(\alpha, \cdot)$ are contained in $B\left(0, \delta_{2}\right) \cup\left(B\left(1, \delta_{2}\right) \cap C_{k}\right) \subset B(0,1)$. Therefore, for all $\alpha \in\left(0, \delta_{3}\right)$, the spectral radius of $\widetilde{\mathbf{C}}(\alpha)$ is strictly less than 1.

Because $\sum_{i=0}^{n} \mathbf{H}_{i}=\mathbf{H}$ by (3.11) and $\mathbf{H}$ is symmetric positive definite by (2.8), Theorem 3.1 is a special case of Theorem 3.3.

## 4 Numerical Example

### 4.1 Optimal Dirichlet Boundary Control of a 1D Advection Diffusion Equation

Our first example is a Dirichlet boundary control problem governed by a linear advection-diffusionreaction equation. Given $T>0, \kappa>0, \beta>0, \gamma, v \geq 0$, and functions $\widehat{y} \in L^{2}(0, T), f \in L^{2}((0,1) \times$ $(0, T))$, the optimal control problem is

$$
\begin{equation*}
\operatorname{minimize} \frac{1}{2} \int_{0}^{T}(y(1, t)-\widehat{y}(t))^{2} d t+\frac{\beta}{2} \int_{0}^{T} u^{2}(t) d t \tag{4.1a}
\end{equation*}
$$

subject to

$$
\begin{array}{rlrl}
\frac{\partial y(x, t)}{\partial t}-\kappa \frac{\partial^{2} y(x, t)}{\partial x^{2}}+v \frac{\partial y(x, t)}{\partial x}+\gamma y(x, t) & =f(x, t) & x \in(0,1), t \in(0, T) \\
\frac{\partial y(1, t)}{\partial x} & =0 & t \in(0, T) \\
y(0, t) & =u(t) & t \in(0, T) \\
y(x, 0) & =y_{0}(x) & x \in(0,1) \tag{4.1e}
\end{array}
$$

This problem has a unique solution $u \in L^{2}(0, T)$ and corresponding state $y \in W(0, T)$. See, e.g., [16, Ch.3] or [13] for details.

We will discretize the problem using piecewise linear finite elements in space and backward Euler in time. This leads to a fully discretized problem of the type (2.1). We will present the details below. Theorem 3.1 guarantees convergence of the parallel-in-time gradient-type method for sufficiently small step size $\alpha$, but unfortunately does not provide bounds on the feasible step sizes. We use this simple example to numerically explore the dependence of step sizes.

The optimal control problem is discretized in space using piecewise linear finite elements. This leads to

$$
\begin{equation*}
\operatorname{minimize} \frac{1}{2} \int_{0}^{T}(y(t)-\hat{y}(t))^{T} Q(y(t)-\hat{y}(t)) d t+\frac{1}{2} \int_{0}^{T} u(t)^{T} R u(t) d t \tag{4.2a}
\end{equation*}
$$

subject to

$$
\begin{align*}
M \frac{d}{d t} y(t)+A y(t) & =B u(t)+f(t),  \tag{4.2b}\\
y(0) & =y_{\text {given }} \tag{4.2c}
\end{align*}
$$

Here $y(t) \in \mathbb{R}^{n_{y}}, n_{y}$ is the number of spatial subintervals in $(0,1)$, and $u(t) \in \mathbb{R}^{n_{u}}, n_{u}=1$.
To discretize (4.2) in time we use the backward Euler method with time step size $\Delta t=T / K$ and time steps $t_{k}=\Delta t k, k=0, \ldots, K$. This leads to the problem

$$
\begin{equation*}
\operatorname{minimize} \frac{\Delta t}{2} \sum_{k=0}^{K-1}\left(y_{k+1}-\hat{y}\left(t_{k+1}\right)\right)^{T} Q\left(y_{k+1}-\hat{y}\left(t_{k+1}\right)\right)+\frac{\Delta t}{2} \sum_{k=0}^{K-1} u_{k+1}^{T} R u_{k+1} \tag{4.3a}
\end{equation*}
$$

subject to

$$
\begin{align*}
(M+\Delta t A) y_{k+1} & =\Delta t B u_{k+1}+\Delta t M y_{k}+\Delta t f\left(t_{k+1}\right), \quad k=0, \ldots, K-1,  \tag{4.3b}\\
y_{0} & =y_{\text {given }} . \tag{4.3c}
\end{align*}
$$

The fully discretized problem (4.3) is of the type (2.1) if we set

$$
\begin{array}{lll}
A_{k}=\Delta t(M+\Delta t A)^{-1} M, & B_{k}=\Delta t(M+\Delta t A)^{-1} B, & c_{k}=\Delta t(M+\Delta t A)^{-1} f\left(t_{k+1}\right), \\
Q_{k}=\Delta t Q, & R_{k}=\Delta t R, & d_{k}=-\Delta t Q \hat{y}\left(t_{k}\right), \quad e_{k}=0,
\end{array}
$$

and perform an index shift $u_{k+1} \rightarrow u_{k}$. The matrices $(M+\Delta t A)^{-1} M$ and $(M+\Delta t A)^{-1} B$ are never formed explicitly, but linear systems with matrix $(M+\Delta t A)$ are solved whenever matrix-vector products of the type $(M+\Delta t A)^{-1} M v$ or $(M+\Delta t A)^{-1} B w$ have to be computed.

On our computations we use $T=10, \beta=0.1, \kappa=0.001, v=5, \gamma=1, f(x, t)=0, y_{0}(x)=0$, and $\widehat{y}(t)=\sin \left(t^{2}\right)$. Furthermore, our discretized uses $n_{y}=128$ spatial subintervals in $(0,1)$, and $K=1000$ time steps.

The speed of convergence of the parallel gradient-type method depends the step size $\alpha$. To estimate the optimal step size for a given number $N$ of time subintervals, we conduct the following experiment. Given a number of time subintervals $N$ we subdivide $0, \ldots, K$ into approximately equally sized groups. In the case where $N$ does not divide the number of time steps $K$, we split the time steps so that $0 \leq\left(K_{i}-K_{i-1}\right)-\left(K_{j}-K_{j-1}\right) \leq 1$ for all $1 \leq i<j \leq N$. Then for a number of equally distributed time steps $\alpha \in(0.3,5)$ we run the parallel gradient-type algorithm started with zero initial guess until the error between computed control $\mathbf{u}^{(j)}$ and exact control $\mathbf{u}^{(*)}$, computed solving (4.3) with high accuracy, is less $10^{-6}$, or a maximum number of iterations is exceeded. For $N \in\{1, \ldots, 100\}$ we report the step size $\alpha$ for the parallel gradient-type algorithm requires the fewest iterations. These step size $\alpha$ are shown in Figure 4.1. We note that the optimal step sizes depend on other problem data as well and, thus, step sizes that are good for the 1D example problem (4.1) may not be good for other problems, such as (4.4) below.


Figure 4.1: Optimal step-sizes $\alpha$ for varying number $N$ of time subdomains for the 1D example problem.

### 4.2 Optimal Control of a 3D Advection Diffusion Equation

We consider an optimal control problem governed by an advection diffusion reaction PDE posed on the spatial domain $\Omega \subset \mathbb{R}^{3}$ and time domain $(0, T)$. Let $\Omega_{o} \subset \Omega$ be the observation region and
let $\Omega_{c} \subset \Omega$ be the domain on which the control is applied. Let $\chi_{\Omega_{c}}$ denote the indicator function of the control domain $\Omega_{c}$. Given scalars $\kappa>0, \beta>0, \gamma \geq 0$, the advection $v \in \mathbb{R}^{3}$, and functions $\hat{y} \in L^{2}\left(\Omega_{o} \times(0, T)\right), f \in L^{2}(\Omega \times(0, T))$, the optimal control problem is

$$
\begin{equation*}
\operatorname{minimize} \frac{1}{2} \int_{0}^{T} \int_{\Omega_{o}}(y(x, t)-\widehat{y}(x, t))^{2} d x d t+\frac{\beta}{2} \int_{0}^{T} \int_{\Omega_{c}} u^{2}(x, t) d x d t \tag{4.4a}
\end{equation*}
$$

subject to

$$
\begin{align*}
\frac{\partial y(x, t)}{\partial t}-\kappa \Delta y(x, t)+v \cdot \nabla y(x, t)+\gamma y(x, t) & =f(x, t)+\chi_{\Omega_{c}}(x) u(x, t), & x \in \Omega, t \in(0, T),  \tag{4.4b}\\
\nabla y(x, t) \cdot n & =0, & x \in \partial \Omega, t \in(0, T),  \tag{4.4c}\\
y(x, 0) & =y_{\text {given }}(x), & x \in \Omega . \tag{4.4d}
\end{align*}
$$

This problem has a unique solution $u \in L^{2}\left(\Omega_{c} \times(0, T)\right)$ and corresponding state $y \in W(0, T)$. See, e.g., [16, Ch.3] or [13] for details.

We consider $\Omega=(0,1)^{3}$. The optimal control problem is discretized in space using a standard cell-centered finite volume method with hexahedral cells of size $\left(1 / n_{1}\right) \times\left(1 / n_{2}\right) \times\left(1 / n_{3}\right)$ [9, Sec. 3.3]. We assume that the observation region $\Omega_{o}$ is a hexahedron given as the union of $\ell$ cells and that the control region $\Omega_{c}$ is a union of hexahedra given as the union of $n_{u}$ cells. This leads to the semidiscretized problem (4.2) where $y(t) \in \mathbb{R}^{n}, n_{y}=n_{1} n_{2} n_{3}$, and $u(t) \in \mathbb{R}^{n_{u}}$.

To discretize (4.2) in time we use the backward Euler method with time step size $\Delta t=T / K$ and time steps $t_{k}=\Delta t k, k=0, \ldots, K$. This leads to the fully discretized problem (4.3), which is of the type (2.1).

Our implementation uses Epetra linear algebra libraries, AztecOO linear solvers, and ML multigrid preconditioning packages from the Trilinos Project [11] to solve the linear systems with matrices $M+\Delta t A$ and $(M+\Delta t A)^{T}$. Computations are performed on the Rice University DAVinCI cluster. ${ }^{1}$

For our numerical example we choose the control region $\Omega_{c}=(0.1,0.3) \times(0.2,0.8) \times$ $(0.2,0.8) \cup(0.7,0.9) \times(0.2,0.8) \times(0.2,0.8)$, the observation region $\Omega_{o}=(0.4,0.6) \times(0,1) \times$ $(0,1)$, and the final time $T=8$ or $T=16$. In the objective (4.4a) we have $\hat{y}(x, t)=10\left[\left(x_{2}-\right.\right.$ $\left.0.5) \cos (2 \pi t)+\left(x_{3}-0.5\right) \sin (2 \pi t)\right]^{3}$ and $\beta=0.001$. In the $\operatorname{PDE}(4.4 \mathrm{~b}), \kappa=0.1, v=[1,1,1]^{T}$, $\gamma=0.01$, and $y_{\text {given }}(x)=0$. Our discretization we use $K=200$ (if $T=8$ ) or $K=400$ (if $T=16$ ) time steps and a spatial discretization $n_{1}=n_{2}=n_{3}=10$.

So far, there is no good a-priori way of determining a good step size for the gradient type method, and adaptive steps size selection is part of future research. Currently, we select the the step size by examining the iteration for a few different step sizes and then selecting our $\alpha$ from these trials. For the case $T=8, K=200$, this resulted in the step size $\alpha=2400$ for $N=1,4,6,8,12,16,20$ time subintervals, and $\alpha=2060,1860,1500,1000$ for $N=25,30,40,60$.

[^1]For the case $T=16, K=400$, this resulted in the step size $\alpha=950$ for $N=1,30,40,50$ time subintervals, and $\alpha=900,800,650$ for $N=60,70,80$.

Figure 4.2 shows the speeds-ups. For each of the two cases ( $T=8, K=200$ and $T=16$, $K=400$ ) we include two speeds-up curves. One shows speed-up measured by number of iterations of gradient method divided by the number of iterations of the parallel-in-time gradient method for various $N$ over the number of cores $N$. Thus, if $I(N)$ is the number of iterations needed by parallel-in-time method with $N$ subintervals and cores, one speed-up curve shows $I(1) /(I(N) / N)$. Although this ignores communication cost it is a good indicator of actual speed-up, which is shown in the other curve. The actual speed-up is measured by run time of the gradient method divided by the run time of the parallel-in-time gradient method for various $N$. That is, if $t(N)$ is the run time required by parallel-in-time method with $N$ subintervals and cores, the actual speed-up is $t(1) / t(N)$. The number $N$ of time-subintervals changes the parallel-in-time gradient-type method and its convergence rate. If the number of time-subintervals is too large, convergence deteriorates and negatively impact speed-up obtained by parallelizing the work performed in each iteration of the parallel-in-time gradient-type method. For our problem settings we observe excellent speedups for up to $N \approx 20$ and $N \approx 50$ time subdomains. It is also important to note that the speed-up due to time decomposition multiplies existing speed-up in the solution of the systems with matrices $M+\Delta t A$ or $(M+\Delta t A)^{T}$ that arise in the solutions of sub-time interval state and adjoint equations. Our spatial discretization is small so that no such parallelization in the time-stepping was useful.

## 5 Conclusions

We have introduced a new parallel-in-time gradient-type method for convex linear-quadratic DTOC problems and proved its convergence for sufficiently small step-size. Since our new method resembles the classical gradient method, a given implementation of the classical gradient method can be easily modified to implement our parallel-in-time gradient-type method. We observed nearly perfect speed-up for modest numbers time subdomains. The speed-up due to time decomposition multiplies existing speed-up in the solution of state and adjoint equations, e.g, due to parallel solution of linear systems arising in the time-stepping.

The convergence theory presented in this paper uses the structure of linear-quadratic DTOC problems, but the formulation of our parallel-in-time gradient-type method can be extended to optimal control problems governed by ordinary or partial differential equations. Moreover, it can conceptually be extended to to general nonlinear problems. Applications and analyses of these extensions are part of ongoing research.

Although the gradient method can overall be effective for large-scale optimal control problems, other methods, such as the conjugate-gradient method for convex linear-quadratic problems and Newton-type methods for general nonlinear problems, exhibit superior convergence properties. Therefore, parallel-in-time extensions of those methods will be useful.

We prove that the spectral radius of the block companion matrix, the iteration matrix cor-


Figure 4.2: Speed-ups the parallel-in-time gradient method for two examples problems with end time $T=8$ and $K=200$ time steps (red curves), and with end time $T=16$ and $K=400$ time steps (blue curves). For each case two speed-up curves are shown. If $I(N)$ denotes the number of iterations needed by parallel-in-time method with $N$ subintervals and cores, the speed-up curves indicated by ' $\cdots \circ$ ' and ' $\cdots+$ ' show $I(1) /(I(N) / N)$. If $t(N)$ denotes the run time needed by parallel-in-time method with $N$ subintervals and cores, the curves indicated by ' $-\square$ ' and ' $-*$ ' show $t(1) / t(N)$. Excellent speed-ups are obtained for up to $N=20$ time domains when $T=8$ and $K=200$ and for up to $N=50$ time domains when $T=16$ and $K=400$.
responding to our parallel-in-time gradient-type method, is strictly less than one for sufficiently small step sizes and, therefore that our parallel-in-time gradient-type method converges. It would be useful to have information about how small the step size has to be, relative to problem data, and how small the spectral radius can become.
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