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Abstract. This paper presents a law of large numbers result, as the size of the population tends
to infinity, of SIR stochastic epidemic models, for a population distributed over L distinct patches
(with migrations between them) and K distinct groups (possibly age groups). The limit is a set of
Volterra-type integral equations, and the result shows the effects of both spatial and population
heterogeneity. The novelty of the model is that the infectivity of an infected individual is infection age
dependent. More precisely, to each infected individual is attached a random infection-age dependent
infectivity function, such that the various random functions attached to distinct individuals are i.i.d.

The proof involves a novel construction of a sequence of i.i.d. processes to invoke the law of
large numbers for processes in D, by using the solution of a MacKean-Vlasov type Poisson-driven
stochastic equation (as in the propagation of chaos theory). We also establish an identity using
the Feynman-Kac formula for an adjoint backward ODE. The advantage of this approach is that it
assumes much weaker conditions on the random infectivity functions than our earlier work for the
homogeneous model in [20], where standard tightness criteria for convergence of stochastic processes
were employed. To illustrate this new approach, we first explain the new proof under the weak
assumptions for the homogeneous model, and then describe the multipatch-multigroup model and
prove the law of large numbers for that model.

1. Introduction

It is well–known that ODE epidemic models are law of large numbers (LLN) limits, as the size
of the population tends to infinity, of individual based stochastic Markov models, see e.g. [2] and
Chapter 2 of Part I in [12]. The Markov property of such stochastic epidemic models requires
in particular that the duration of the infectious period of the individuals follows an exponential
distribution. For epidemic models with non–exponential infectious periods, LLNs have been derived
using different methods, see [37] for the SIR model, and [42] for the case of a non–Markov population
model. Related models of age-structured populations have been studied before. In [30], Oelschläger
studies an age-structured birth and death process in which the birth and death rates depend on the
age structure of the whole population, and proves a law of large numbers and a central limit theorem
for the empirical distribution of the age of individuals in the population. Similar results have been
proved for more general models in [40, 29] and [23, 18]. Recently, in [34], the last two authors have
shown the LLN results for various non-Markov models (including SIR, SEIR, SIS, SIRS models)
with the infectious periods having any general distribution. The limits in these non-Markov models
are systems of Volterra-type integral equations. Of course, without proving LLNs, Volterra integral
equations were already used to describe the epidemic dynamics in the literature, see, for example,
[8, 15, 16, 25, 41, 19].

On the other hand, not only should the infectious period be non-exponentially distributed, but,
as was advocated as early as 1927 by Kermack and McKendrick in [27], the infectivity should be
allowed to vary with the time elapsed since infection. A deterministic integral equation was also
developed to describe the age of infection in epidemic models, see [9] and [10, Chapter 4.5]. In [20],
the authors have obtained the Kermack–McKendrick model as the large population LLN limit of a
stochastic model, where to each infectious individual is attached an independent copy of a random
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infection age dependent random infectivity function. The last two authors have established a central
limit theorem in the same framework, see [32]. Furthermore, by tracking the age of infection of
all the individuals in that framework, the last two authors in [33] have also established the LLN
with the limit being a system of first order partial differential equations (PDEs) with an integral
equation as boundary condition, which is consistent with the Kermack and McKendrick PDE model
introduced in 1932 [28].

The present paper contains two novelties. First, the techniques employed in [20] for the SIR
model with varying infectivity to prove the law of large numbers require that each infectivity
function be uniformly bounded and satisfy a regularity condition as imposed in [20, Assumption 2.1].
Specifically, the infectivity function is assumed to have at most finitely many jumps, and to satisfy
a uniform continuity assumption between the jumps. These conditions were necessary in the proof
of convergence of the aggregate infectivity process in the space D of real-valued càdlàg functions,
using standard tightness criteria via the conditions on the modulus of continuity as stated in [7]
(see the specific criteria used in Lemmas 4.3–4.5 in [20]). In fact, the same technique fails to work
for a model with both infection age varying infectivity and recovery age varying susceptibility in
[22]. Rather, the only approach with which we were able to prove the result in that case was using
a comparison of the model with a sequence of i.i.d. processes, which is easily shown to converge
thanks to the law of large numbers for processes in D, cf. [36]. The construction of the law of
those processes involves the solution of a McKean–Vlasov type Poisson driven stochastic equations
(see equation (2.8) for the homogeneous model and equation (4.9) for the multi-patch multi-group
model), as in the “propagation of chaos” theory, see Sznitman [39]. Note that our result can in
fact be interpreted as a propagation of chaos result, and that the general approach of the proof
is inspired by the work of Chevallier [14]. The advantage of this new approach is that the proof
requires much weaker assumptions on the infection age dependent infectivity functions than those
needed in our previous paper [20]: namely, we only assume that those functions belong a.s. to D
and are uniformly bounded. We first present this new proof of the LLN result from [20] for the
homogeneous model with varying infectivity in Section 2.

The main goal (and the second novelty) of the present paper is to adapt this approach to a
multipatch-multigroup model. In this model, the population is divided into groups, which are mainly
thought of as age groups, and into patches, which are distinct geographical areas. Individuals remain
in the same group during the epidemic, while they may move from one patch to another. Infectious
individuals infect susceptible ones from other groups, but also from other patches. Epidemic models
with multiple types or groups have been extensively studied, see, e.g., [3, 5, 17, 24, 26], as well as
models with different geographic areas or patches, see, e.g., [38, 1, 43, 31]. In [4], a stochastic SIR
model with multitype individuals that are partitioned into households where infections occur within
a household (locally) and between households (globally) is considered. A multipatch-multigroup
epidemic model was recently studied in [6], which focuses on the ODEs for the Markovian SEIRS
model and its global stability property. Our work is also motivated by the study in Britton et al.
[11] on the influence of population heterogeneity on herd immunity in the recent Covid-19 pandemic.
Our model with multiple patches and groups captures both spatial and population heterogeneity.
The groups could partition the population according to various levels of social activity.

In our model, the infection rate is assumed to take a very general form, as given in formula (3.3).
It allows a different infectivity rate from each group and patch to others, thus including in particular
non-local infections. The main reason for allowing non-local infections is that the propagation of an
epidemic from one patch to another is partly due to movements of individuals going from home
to work and back, as well as those who visit a given place during holidays or weekends, and then
return home. These movements cannot be conveniently modeled as migrations, and their effect on
the epidemic are infections at distance.

The multi-patch SEIR model with a homogeneous population in each patch but with a constant
infectivity rate was recently considered in [31], where both the LLNs and functional central limit
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theorems (FCLTs) are established. Note that the techniques for the proof of convergence in [31] also
use the standard tightness criteria as discussed above, and as in [34] do not require any condition
on the exposed and infectious period distributions (except that the distributions for the initially
infected individuals are continuous for the FCLT). In the present paper, since the infectious periods
are induced from the random infectivity functions, for which no regularity conditions are imposed,
the distributions of the infectious periods are also completely general.

The main result for the multipatch-multigroup model is stated in Theorem 3.1, where the LLN
limit is given by a system of Volterra type integral equations. Besides the complication of the
notation (a double index for the group and the patch), the main difficulty of adapting the new
proof to the multipatch-multigroup model is the need for a formula for the proportion (in the large
population limit) of susceptibles from group k located in patch ` at time t. In the homogeneous
model, this formula is the well-known formula for the solution of a linear one-dimensional ODE (see
equation (2.9) and its use in the proof of Lemma 2.1). In the multipatch-multigroup model, this
formula is replaced by formula (4.8) in Proposition 4.1. This is the formula for the solution at time t
of a forward ODE, which is the law of the location of a susceptible, weighted by an exponential factor
taking into account the patches visited between time 0 and time t. That exponential factor is the
conditional probability, given the various positions of the individual during the time interval [0, t], of
not having been infected by time t. The proof of that formula relies upon the Feynman–Kac formula
for an adjoint backward ODE, which is established in Lemma 4.1. This formula for the proportion
(in the large population limit) of susceptibles from group k located in patch ` plays a crucial role in
the subsequent proofs. First of all, it is used to establish the existence of a unique solution to the
system of McKean-Vlasov Poisson-driven stochastic equations (equation (4.9)) in Lemma 4.2. Then
it is used repeatedly in the proof of Theorem 3.1, see the proofs of Lemmas 4.5–4.7. Notably, the
proof of the LLNs for the multipatch-multigroup model is much more sophisticated than the same
proof for the homogeneous model.

The paper is organized as follows. In Section 2, we present the new proof of the LLNs for the
homogeneous model, and in Section 3, we describe our multipatch-multigroup model, and state
the law of large numbers for this model. In Section 4, we provide the proof for that main result.
Specifically, in Section 4.1 we prove the existence and uniqueness of a solution to the limiting
system of integral equations, in Section 4.2, we derive an expression for the limiting proportion
of susceptibles in each patch and group via a Feynman-Kac formula for the associated backward
ODEs, in Section 4.3, we propose an auxiliary system of Poisson-driven McKean-Vlasov stochastic
equations and prove that it has a unique solution, in Section 4.4, we construct a sequence of i.i.d.
processes from the solution to the Poisson-driven stochastic equations and establish estimates for
the differences between the original processes and the i.i.d. processes for various quantities, and
finally in Section 4.5, we complete the proof of the law of large numbers using the constructed i.i.d.
processes and the estimates from previous sections.

2. The homogeneous model

We reformulate the SIR epidemic model with varying infectivity, and obtain the LLN result under
weaker assumptions than in the authors’ previous paper [20].

Let {λ−j , j ≥ 1} and {λj , j ≥ 1} be two mutually independent sequences of i.i.d. random
elements of D (in this paper, D denotes the space of càdlàg paths from R+ into R, which we equip
with the Skorohod J1 topology, see [7] for details). λ−j(t) is the infectivity at time t of the j-th
initially infected individual, and λj(t) is the infectivity at time t after its time of infection of the
j-th individual infected after time 0. We assume that there exists a deterministic λ∗ > 0 such that
0 ≤ λj(t) ≤ λ∗, for all j ∈ Z\{0} and t ≥ 0, almost surely. We extend λj(t) for j ≥ 1 to all t ∈ R,
assuming that λj(t) = 0 for t < 0. We next define, for each j ∈ Z\{0},

ηj := sup{t > 0, λj(t) > 0}.
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We denote by F (t) := P(η1 ≤ t) and F0(t) := P(η−1 ≤ t) the distribution functions of ηj for
j ≥ 1 and for j ≤ −1 respectively. Also, let F c0 = 1 − F0 and F c = 1 − F . Finally we define
λ̄0(t) = E[λ−1(t)], λ̄(t) = E[λ1(t)].

2.1. Model and Results. We split our population in two subsets: those who were infected at time
t = 0, there are IN (0) of them, and those who were susceptible at time t = 0, there are SN (0) of
them. (Hence RN (0) = 0, that is, there are no recovered individuals at time 0.) We assume that
ĪN (0) := N−1IN (0) → Ī(0) and S̄N (0) := N−1SN (0) → S̄(0) a.s., where (ĪN (0), S̄(0)) ∈ (0, 1)2

is deterministic and such that Ī(0) + S̄(0) ≤ 1. Note that the random vector (SN (0), IN (0)) is
assumed to be independent of the sequence {(λj , Qj), j ≥ 1} to be defined below.

For 1 ≤ j ≤ SN (0), we define ANj (t) to be the {0, 1}-valued counting process which is zero if the

individual j has not been infected by time t, and 1 if he/she has been infected by time t. We also
define τNj := inf{t > 0, ANj (t) = 1}.

The total force of infection in the population at time t is

FN (t) =

IN (0)∑
j=1

λ−j(t) +

SN (0)∑
j=1

λj(t− τNj ) . (2.1)

Moreover, with the notation F̄N (t) := N−1FN (t), we define the ANj ’s as follows:

ANj (t) =

∫ t

0

∫ ∞
0

1ANj (s−)=01u≤F̄N (s−)Qj(ds, du) , (2.2)

where {Qj , j ≥ 1} are mutually independent standard Poisson random measures (PRMs) on R2
+.

Denoting the number of susceptible individuals in the population at time t by SN (t), we clearly
have

SN (t) = SN (0)−
SN (0)∑
j=1

ANj (t) . (2.3)

In addition, the processes IN (t) and RN (t) can be written as

IN (t) =

IN (0)∑
j=1

1η−j>t +

SN (0)∑
j=1

1t≥τNj >t−ηj

=

IN (0)∑
j=1

1η−j>t +

SN (0)∑
j=1

ANj (t)−
SN (0)∑
j=1

1τNj +ηj≤t , (2.4)

RN (t) =

IN (0)∑
j=1

1η−j≤t +

SN (0)∑
j=1

1τNj +ηj≤t . (2.5)

Note that the system of stochastic equations (2.1)–(2.5) uniquely determines the epidemic dynamics.
We define S̄N (t) := N−1SN (t), F̄N (t) := N−1FN (t), ĪN (t) := N−1IN (t) and R̄N (t) := N−1RN (t)

for t ≥ 0. We prove the following LLN result. Recall that we have assumed that (S̄N (0), ĪN (0))→
(S̄(0), Ī(0)) a.s. as N →∞.

Theorem 2.1. As N →∞, (S̄N , F̄N , ĪN , R̄N )→ (S̄, F̄, Ī, R̄) in D4 in probability, where for t ≥ 0,
the limits (S̄, F̄) are the unique solution to the following system of integral equations

S̄(t) = S̄(0)−
∫ t

0
S̄(s)F̄(s)ds,

F̄(t) = Ī(0)λ̄0(t) +

∫ t

0
λ̄(t− s)S̄(s)F̄(s)ds ,

(2.6)



5

and, given the solution (S̄, F̄), the limits (Ī , R̄) are given by the following integral expressions

Ī(t) = Ī(0)F c0 (t) +

∫ t

0
F c(t− s)S̄(s)F̄(s)ds ,

R̄(t) = Ī(0)F0(t) +

∫ t

0
F (t− s)S̄(s)F̄(s)ds .

(2.7)

We note that existence and uniqueness of a solution to the system of Volterra equations (2.6)
(and hence that of (2.7)) follows from e.g. Theorem 1.2.13 in [13].

2.2. The new idea. The new idea is to associate to a standard PRM Q on R2
+ the process A(t)

which solves

A(t) =

∫ t

0

∫ ∞
0

1A(s−)=01u≤Ḡ(s−)Q(ds, du), where

Ḡ(t) = Ī(0)λ̄0(t) + S̄(0)E[λ(t− τ)], with

τ = inf{t > 0, A(t) = 1} .

(2.8)

Here λ̄0(t) = E[λ−1(t)], and λ is a random element of D which is independent of Q (hence also of

τ), and has the same law as λ1. Hence in particular E[λ(t− τ)] = E[λ̄(t− τ)] = E[
∫ t

0 λ̄(t− s)dA(s)].

Remark 2.1. In this system of stochastic equations, one coefficient of the second equation for
Ḡ(t) depends on the law of the unknown τ which is a functional of A(·). We call a system of
stochastic equations where the law of the unknown function enters the coefficients a McKean–Vlasov
stochastic equation. The equation above can be regarded as a Poisson-driven McKean–Vlasov
stochastic equation.

McKean–Vlasov stochastic equations appear naturally in the theory of propagation of chaos, see
Sznitman [39]. In fact, this new approach can be considered as establishing a propagation of chaos
result for the times of infection of the initially susceptible individuals.

Observe that by the first equation in (2.6), we have the formula

S̄(t) = S̄(0) exp

(
−
∫ t

0
F̄(s)ds

)
, t ≥ 0. (2.9)

We first study existence and uniqueness of a solution to the system of equations (2.8). Note
that the first component A is random and belongs a.s. to the space of right continuous piecewise
constant functions, which are 0 before the stopping time τ , and then 1 (with the possibility that
τ = +∞, in which case A ≡ 0). The second component Ḡ is a deterministic measurable function
from R+ into [0, λ∗].

Lemma 2.1. Equation (2.8) has a unique solution (A, Ḡ), which is given by Ḡ ≡ F̄, where (S̄, F̄) is
the unique solution of (2.6).

Proof. Let m ∈ D be such that 0 ≤ m(t) ≤ λ∗ for all t ≥ 0. We consider the increasing {0, 1}-valued

process A(m) defined by

A(m)(t) =

∫ t

0

∫ ∞
0

1A(m)(s−)=01u≤m(s−)Q(ds, du) ,

and define τ (m) = inf{t > 0, A(m)(t) = 1}. Also set

Ḡ(m)(t) = Ī(0)λ̄0(t) + S̄(0)E[λ(t− τ (m))].

We then note that any m such that m = Ḡ(m) yields a solution to (2.8). Let us then show that

m = Ḡ(m) if and only if the pair (S̄(m), Ḡ(m)) solves the system of integral equations (2.6), where
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S̄(m)(t) := S̄(0)e−
∫ t
0 m(r)dr (compare with equation (2.9)). The result will then follow from the

existence and uniqueness of a solution to (2.6). Note that

Ḡ(m)(t) = Ī(0)λ̄0(t) + S̄(0)E
[∫ t

0
λ̄(t− s)dA(m)(s)

]
= Ī(0)λ̄0(t) + S̄(0)

∫ t

0
λ̄(t− s)P(A(m)(s) = 0)m(s)ds

= Ī(0)λ̄0(t) + S̄(0)

∫ t

0
λ̄(t− s)m(s)e−

∫ s
0 m(r)drds .

(2.10)

The third equation follows from the definition of A(m)(t). We thus see that m = Ḡ(m) if and only if

the pair (S̄(m), Ḡ(m)) solves (2.6). Hence m = Ḡ(m) has a unique solution m∗, and moreover m∗ ≡ F̄,
which establishes the Lemma. �

We next define {(Aj(t), τj), j ≥ 1} as the solution of (2.8) with (Q,λ) replaced by (Qj , λj). This
yields an i.i.d. sequence {(Aj(·), τj), j ≥ 1} of random elements of D× R+.

We prove the following estimate when using the i.i.d. sequence {(Aj(t), τj), j ≥ 1} to approximate
{(ANj (t), τj), j ≥ 1}. This has a similar flavor as that established for the model with varying

infectivity and susceptibility in [22], while we note the clear distinctions in the model and proof; see
also Lemma 6.2 in [21].

Lemma 2.2. There exists a positive constant CT,λ∗ such that, for all N ≥ 1, 0 ≤ t ≤ T ,

1

N
E

SN (0)∑
j=1

sup
0≤t≤T

|ANj (t)−Aj(t)|

 ≤ CT,λ∗(εN + 2N−1/2) ,

where εN := E
[
|ĪN (0)− Ī(0)|+ |S̄N (0)− S̄(0)|

]
.

Proof. From (2.2) and (2.8),

|ANj (t)−Aj(t)| ≤
∫ t

0

∫ F̄N (s−)∨F̄(s−)

F̄N (s−)∧F̄(s−)
Qj(ds, du).

Since the right hand side is non-decreasing,

sup
0≤r≤t

|ANj (r)−Aj(r)| ≤
∫ t

0

∫ F̄N (s−)∨F̄(s−)

F̄N (s−)∧F̄(s−)
Qj(ds, du).

Taking expectations on both sides then yields

E
[

sup
0≤r≤t

|ANj (r)−Aj(r)|
]
≤ E

[∫ t

0
|F̄N (s)− F̄(s)|ds

]
. (2.11)

Next, using (2.1), (2.6) and (2.8),

E
[
|F̄N (t)− F̄(t)|

]
≤ E

 1

N

∣∣∣∣∣∣
IN (0)∑
j=1

(λ−j(t)− λ̄0(t))

∣∣∣∣∣∣+
1

N

∣∣∣∣∣∣
SN (0)∑
j=1

(λj(t− τNj )− E[λj(t− τj)])

∣∣∣∣∣∣


+ λ∗E
[
|ĪN (0)− Ī(0)|+ |S̄N (0)− S̄(0)|

]
. (2.12)
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Since the λ−j ’s are mutually independent, and globally independent of IN (0),

E

 1

N

∣∣∣∣∣∣
IN (0)∑
j=1

(λ−j(t)− λ̄0(t))

∣∣∣∣∣∣
 ≤ 1

N
E


∣∣∣∣∣∣
IN (0)∑
j=1

(λ−j(t)− λ̄0(t))

∣∣∣∣∣∣
2


1/2

≤ λ∗√
N
. (2.13)

Moreover,

E

 1

N

∣∣∣∣∣∣
SN (0)∑
j=1

(λj(t− τNj )− E[λj(t− τj)])

∣∣∣∣∣∣


≤ E

 1

N

∣∣∣∣∣∣
SN (0)∑
j=1

(λj(t− τNj )− λj(t− τj))

∣∣∣∣∣∣
+ E

 1

N

∣∣∣∣∣∣
SN (0)∑
j=1

(λj(t− τj)− E[λj(t− τj)])

∣∣∣∣∣∣
 (2.14)

Since the sequence {(λj(·), τj), j ≥ 1} is i.i.d., independent of SN (0) and λj ≤ λ∗ almost surely,

E

 1

N

∣∣∣∣∣∣
SN (0)∑
j=1

(λj(t− τj)− E[λj(t− τj)])

∣∣∣∣∣∣
 ≤ λ∗√

N
.

Note also that

E

 1

N

∣∣∣∣∣∣
SN (0)∑
j=1

[λj(t− τNj )− λj(t− τj)

∣∣∣∣∣∣
 ≤ E

[
|λj(t− τNj )− λj(t− τj)|

]
.

On the other hand, using Markov’s inequality and the fact that Aj and ANj are {0, 1}-valued,

E
[∣∣λj(t− τNj )− λj(t− τj)

∣∣] ≤ λ∗P(τNj ∧ t 6= τj ∧ t)

= λ∗P
(

sup
0≤r≤t

|ANj (r)−Aj(r)| ≥ 1

)
≤ λ∗E

[
sup

0≤r≤t
|ANj (r)−Aj(r)|

]
.

Combining (2.14) with the last three inequalities, we obtain that

E

 1

N

∣∣∣∣∣∣
SN (0)∑
j=1

(λj(t− τNj )− E[λj(t− τj)])

∣∣∣∣∣∣
 ≤ λ∗E [ sup

0≤r≤t
|ANj (r)−Aj(r)|

]
+

λ∗√
N
. (2.15)

It now follows from (2.11), (2.12), (2.13) and (2.15) that

E
[

sup
0≤r≤t

|ANj (r)−Aj(r)|
]
≤ λ∗(εN + 2N−1/2)t+ λ∗

∫ t

0
E
[

sup
0≤r≤s

|ANj (r)−Aj(r)|
]
ds .

The result, with CT,λ∗ := λ∗T exp(λ∗T ) now follows from Gronwall’s Lemma. �

Note that since sup0≤t≤T
∣∣ANj (t)−Aj(t)

∣∣ is either zero or else 1, this Lemma implies that

P

(
sup

0≤t≤T

∣∣ANj (t)−Aj(t)
∣∣ 6= 0

)
≤ C(εN + 2N−1/2) ,

and also
P
(
τNj ∧ T 6= τj ∧ T

)
≤ C(εN + 2N−1/2) .
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Completing the proof of Theorem 2.1. Now let us turn back to (2.1) and write

F̄N (t) =
1

N

IN (0)∑
j=1

λ−j(t) +
1

N

SN (0)∑
j=1

λj(t− τj) +
1

N

SN (0)∑
j=1

(
λj(t− τNj )− λj(t− τj)

)
,

=: F̄N0 (t) + F̄N1 (t) + V N (t).

It follows from [36] that, as N →∞, the first two terms converge a.s. in D,

(F̄Ni (t), t ∈ [0, T ])→ (F̄i(t), t ∈ [0, T ]), i ∈ {0, 1},

where F̄0(t) = Ī(0)λ̄0(t) and F̄1(t) = S̄(0)E[λ1(t− τ)]. It remains to consider the error term V N ,
which tends to 0 locally uniformly in t in probability, thanks to Lemma 2.2. Indeed

E

∣∣∣∣∣∣ 1

N

SN (0)∑
j=1

(
λj(t− τNj )− λj(t− τj)

)∣∣∣∣∣∣
 ≤ E

λ∗
N

SN (0)∑
j=1

P
(
τNj ∧ t 6= τj ∧ t

)
≤ λ∗C(εN + 2N−1/2),

which tends to zero as N →∞. Thus we have shown that (S̄N , F̄N0 , F̄
N
1 , V

N )→ (S̄, F̄0, F̄1, 0) in D3

in probability as N →∞. It follows from Lemma 5.1 below that F̄1 is continuous, hence as N →∞,

F̄N = F̄N0 + F̄N1 + V N → F̄ = F̄0 + F̄1

in D in probability.
Let us now show the convergence of (ĪN , R̄N ) to (Ī , R̄), defined in (2.7). By the law of large

numbers,

N−1

IN (0)∑
j=1

1η−j>t → Ī(0)F c0 (t) in D (2.16)

in probability as N →∞. By the above proof, observing that

E[Aj(t)] = 1− exp

(
−
∫ t

0
F̄(s)ds

)
and using the expressions of S̄(t) in (2.6) and (2.9), we also have

N−1

SN (0)∑
j=1

ANj (t)→
∫ t

0
S̄(s)F̄(s)ds in D

in probability as N →∞. By an argument similar to the derivation of (2.10), we obtain

S̄(0)E[1τ+η1≤t] = S̄(0)E
[∫ t

0
F (t− s)dA(s)

]
= S̄(0)

∫ t

0
F (t− s)F̄(s)e−

∫ s
0 F̄(r)drds

=

∫ t

0
F (t− s)S̄(s)F̄(s)ds . (2.17)

Then by Lemma 2.2 and LLN of i.i.d. random elements in D, we obtain

N−1

SN (0)∑
j=1

1τNj +ηj≤t →
∫ t

0
F (t− s)S̄(s)F̄(s)ds in D (2.18)

in probability as N → ∞. Moreover again by Lemma 5.1, the limit is continuous, hence adding
(2.16) and (2.18), we conclude that ĪN → Ī in D in probability. Since R̄N (t) = 1 − S̄N (t) − ĪN ,
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R̄(t) = 1− S̄(t)− Ī(t) and S̄ is continuous, we conclude that (S̄N , F̄N , ĪN , R̄N )→ (S̄, F̄, Ī, R̄) D4

in probability as N →∞. We have used above several times the fact that, while (fn, gn)→ (f, g)
in D2 does not imply that fn + gn → f + g, this last statement holds if in addition either f or g is
continuous. See the comment following Lemma 5.1 below. This completes the proof. �

3. The multipatch-multigroup model

We assume that the population of size N is split into K groups, and distributed on L distinct

patches. Let SN,`k (t), IN,`k (t) and RN,`k (t) denote the numbers of susceptible, infected and recovered

individuals from group k who are in patch ` at time t, respectively. Let BN,`
k (t) be the number of

individuals in group k and in patch ` at time t, i.e.,

BN,`
k (t) = SN,`k (t) + IN,`k (t) +RN,`k (t) .

Note that in our model, the total population size,
∑L

`=1

∑K
k=1B

N,`
k (t) is fixed, and equal to N .

We are given a collection of positive numbers {S̄`k(0), Ī`k(0), R̄`k(0), 1 ≤ ` ≤ L, 1 ≤ k ≤ K}
which are such that, with S̄k(0) =

∑L
`=1 S̄

`
k(0), Īk(0) =

∑L
`=1 Ī

`
k(0) and R̄k(0) =

∑L
`=1 R̄

`
k(0),

S̄k(0)+ Īk(0)+ R̄k(0) = 1. For each 1 ≤ ` ≤ L and 1 ≤ k ≤ K, we let B̄`
k(0) := S̄`k(0)+ Ī`k(0)+ R̄`k(0),

and we assume that min`,k B̄
`
k(0) > 0.

We choose arbitrarily the 3K integers SNk (0), INk (0), RNk (0) for 1 ≤ k ≤ K in such a way that∑
k[S

N
k (0) + INk (0) +RNk (0)] = N and for each 1 ≤ k ≤ K, we have

|SNk (0)−NS̄k(0)| ∨ |INk (0)−NĪk(0)| ∨ |RNk (0)−NR̄k(0)| ≤ 1 .

For each 1 ≤ k ≤ K, the susceptible (resp. infected, resp. recovered) individuals from group k
jump from patch to patch according to a continuous time jump Markov process, that we shall denote
by Xk(t) (resp. Yk(t), resp. Zk(t)), and whose dynamics will be specified below. We now specify
the initial conditions of those processes, together with the initial populations in each compartment,
patch and group. The three collections of r.v.’s {Xj,k(0), 1 ≤ j ≤ SNk (0)}, {Yj,k(0), 1 ≤ j ≤ INk (0)}
and {Zj,k(0), 1 ≤ j ≤ RNk (0)} are mutually independent, each one is i.i.d., and the distributions are
specified as follows:

P(Xj,k(0) = `) =
S̄`k(0)

S̄k(0)
, P(Yj,k(0) = `) =

Ī`k(0)

Īk(0)
, P(Zj,k(0) = `) =

R̄`k(0)

R̄k(0)
.

Finally, for 1 ≤ ` ≤ L and 1 ≤ k ≤ K, SN,`k (0) (resp. IN,`k (0), resp. RN,`k (0)) is the cardinal of the
set {j : Xj,k(0) = `} (resp. {j : Yj,k(0) = `}, resp. {j : Zj,k(0) = `}). In fact we shall not use the
processes Zj,k below. However, it is convenient to define the repartition of the initially recovered
individuals in the various patches as we did for the initially susceptible and for the initially infected
ones.

It clearly follows from the above definitions and the law of large numbers that as N → ∞,

S̄N,`k (0) = N−1SN,`k (0)→ S̄`k(0), ĪN,`k (0) = N−1IN,`k (0)→ Ī`k(0) and R̄N,`k (0) = N−1RN,`k (0)→ R̄`k(0)
a.s.

Moreover, we assume that the above defined initial random variables SN,`k (0), IN,`k (0) and RN,`k (0)

are independent of the random objects λj,k, Xk, Yk and Q`j,k defined below that dictate the dynamics

after time 0, as well as of the processes Xj,k(t), Yj,k(t), Zj,k(t).
While susceptible, an individual from group k moves from patch to patch according to a time-

inhomogeneous Markov process Xk(t), with jump rates ν`,`
′

S,k(t) and transition function p`,`
′

k (s, t) =

P(Xk(t) = `′|Xk(s) = `), and while infectious, an individual from group k moves from patch to patch

according to a time-inhomogeneous Markov process Yk(t) with jump rates ν`,`
′

I,k (t) and transition

function

q`,`
′

k (s, t) = P(Yk(t) = `′|Yk(s) = `). (3.1)
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Similarly, the recovered individuals migrate with rates ν`,`
′

R,k(t). We assume that those movements

of the various individuals are mutually independent. The time inhomogeneity may be due to
restrictions of movements imposed by the authorities during the epidemic. We assume that all the
rates are locally bounded, i.e., for any T > 0,

sup
0≤t≤T, k,`,`′

[ν`,`
′

S,k(t) + ν`,`
′

I,k (t) + ν`,`
′

R,k(t)] <∞ .

We shall write Xs,`
j,k(t) (resp. Y s,`

j,k (t)) for the position at time t of the individual j from group k if it

is susceptible (resp. infected) during the time interval (s, t), and was in patch ` at time s. Xj,k(t)
(resp. Yj,k(t)) will denote the position of the individual j at time t, in case that individual is initially
susceptible (resp. infected) and is still susceptible (resp. infected) at time t.

The initially infected individual j from group k has at time t ≥ 0 the infectivity λj,k(t) (recall
that in this case j ≤ −1), while an initially susceptible individual j from group k who is infected at
time τNj,k has at time t the infectivity λj,k(t− τNj,k). The random functions {λj,k, j ∈ Z, 1 ≤ k ≤ K}
are mutually independent. For each 1 ≤ k ≤ K, {λj,k, j ≤ −1} have the same law, as well as
{λj,k, j ≥ 1}. But the laws of λ−1,k and λ1,k are different: the infectivity of the initially infected
individuals has a different distribution from that of the newly infected individuals. The infectivity
depends upon the group k, which is quite natural in the case of age groups, since the reaction to
infection depends upon the age. On the contrary, the infectivity does not depend upon the patch
where the infected individual finds itself. We assume that for any j ∈ Z\{0} and 1 ≤ k ≤ K, λj,k
has trajectories in D, and moreover, 0 ≤ λj,k(t) ≤ λ∗ a.s. for all j ∈ Z\{0}, 1 ≤ k ≤ K and t ≥ 0,
where λ∗ > 0 is a fixed constant.

Remark 3.1. It would be more satisfactory to assume that λ∗ is a r.v. with some finite moment.
Unfortunately, at this stage we are not able to extend our proofs to such a situation.

We also define, for each j ∈ Z\{0} and k = 1, . . . ,K, ηj,k = sup{t > 0, λj,k(t) > 0}. We assume
that λj,k(t) = 0 for t < 0. The random variable ηj,k represents the infected periods of newly and
initially infected individuals for j > 0 and j < 0, respectively. Note that the infected period may
include both exposed and infectious periods.

We denote by Fk(t) := P(η1,k ≤ t) and F 0
k (t) = P(η−1,k ≤ t) the distribution function of ηj,k for

j ≥ 1 and for j ≤ −1, respectively.
Under the i.i.d. assumption of the random functions {λj,k(·)}j≥1, the sequence of variables

{ηj,k}j≥1 is i.i.d. for each type k. Similarly, the sequence {ηj,k}j≤−1 is also i.i.d. for each type k,
and independent of {λj,k(·)}j≥1. We moreover define λ̄k(t) := E[λ1,k(t)] and λ̄0

k(t) := E[λ−1,k(t)].
The total force of infection delivered at time t by the individuals of group k in patch ` is given by

FN,`k (t) =

INk (0)∑
j=1

λ−j,k(t)1Yj,k(t)=` +

SNk (0)∑
j=1

λj,k(t− τNj,k)
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (t)=`
. (3.2)

Note that since λj,k(t− τNj,k) is zero for t < τNj,k, we do not care about the fact that the last factor

above is defined only for t ≥ τNj,k. What depends upon the patch is the contact rate. We assume that

a susceptible of patch ` and group k has contacts with possibly infectious individuals of patch `′ and

group k′ at rate β`,`
′

k,k′(t) at time t, and that there exists a constant β∗ > 0 such that β`,`
′

k,k′(t) ≤ β
∗

for all `, `′, k, k′ and t ≥ 0. The functions β`,`
′

k,k′(t) dictate the dependence upon the pairs (k, k′) and

(`, `′) in the contact rates. This include the so-called “infection at distance”, where β`,`
′

k,k′(t) can take

very small values. As we have discussed in the introduction, this is an approach to model movements
between residence and working place, or during a weekend or holiday, which would be difficult to
model as migrations between different patches. We assume also that for a given parameter γ ∈ [0, 1],
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the rate at which new infections affect the individuals from group k in patch ` at time t is

ΥN,`
k (t) =

SN,`k (t)

N1−γ(BN,`
k (t))γ

∑
k′

∑
`′

β`,`
′

k,k′(t)F
N,`′

k′ (t) (3.3)

=
(BN,`

k (t)

N

)1−γ SN,`k (t)

BN,`
k (t)

∑
k′

∑
`′

β`,`
′

k,k′(t)F
N,`′

k′ (t) .

Let us explain the role of the parameter γ. In case γ = 1, infected individuals from patch `′ and

group k′ meet individuals from patch ` and group k at rate β`,`
′

k,k′ , and that encounter results in a

new infection if the partner in the encounter is susceptible, which happens with probability
SN,`k (t)

BN,`k (t)
.

In that case γ = 1, the fact that the rate of encounters in patch ` of individuals from group k is
likely to depend upon the abundance of such individuals (one is likely to meet individuals at a
higher rate in a densely populated area than in a desert) can be adjusted to the expected density of

such individuals by the parameter β`,`
′

k,k′ , while in cases γ < 1 that rate of encounter is modulated by

the actual (random) local density of individuals of group k. The effect of this modulation is highest

for γ = 0. By convention, whenever BN,`
k (t) = 0, we set ΥN,`

k (t) = 0.
Also, let

Γ̄N,`k (t) :=
1

N1−γ(BN,`
k (t))γ

∑
k′

∑
`′

β`,`
′

k,k′(t)F
N,`′

k′ (t) ,

which is the force of infectivity to each susceptible of group k in patch `. We define B̄N,`
k (t) :=

N−1BN,`
k (t), F̄N,`k (t) := N−1FN,`k (t). Then we have

Γ̄N,`k (t) =
1

(B̄N,`
k (t))γ

∑
k′

∑
`′

β`,`
′

k,k′(t)F̄
N,`′

k′ (t) .

Now we model the infection of each initially susceptible individual. For each 1 ≤ k ≤ K,
1 ≤ j ≤ SNk (0) and 1 ≤ ` ≤ L, let

AN,`j,k (t) =

∫ t

0

∫ ∞
0

1ANj,k(s−)=01Xj,k(s)=`1u≤Γ̄N,`k (s−)
Q`j,k(ds, du) , (3.4)

where {Q`j,k, k ∈ K, ` ∈ L, j ≥ 1} are mutually independent standard PRMs on R2
+ and ANj,k(t) =∑

`A
N,`
j,k (t). ANj,k(t) = 1 if and only if the individual j from group k has been infected on the time

interval (0, t]. Otherwise, ANj,k(t) = 0. Recall that τNj,k denotes the time at which the initially

susceptible individual j from group k is infected. We have τNj,k = inf{t > 0, ANj,k(t) = 1}. If

ANj,k(t) = 1, the unique ` such that AN,`j,k (t) = 1 is the patch where the individual j from group k

has been infected.
Besides (3.2), the evolution of the epidemic is characterized by the dynamics of SN,`k (t), IN,`k (t)

and RN,`k (t):

SN,`k (t) = SN,`k (0)−
SNk (0)∑
j=1

AN,`j,k (t)−
L∑

`′=1
`′ 6=`

P `,`
′

S,k

(∫ t

0
ν`,`

′

S,k(s)SN,`k (s)ds

)

+
L∑

`′=1
`′ 6=`

P `
′,`
S,k

(∫ t

0
ν`
′,`
S,k(s)SN,`

′

k (s)ds

)
,

(3.5)
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IN,`k (t) = IN,`k (0) +

SNk (0)∑
j=1

AN,`j,k (t)−
L∑

`′=1

IN,`
′

k (0)∑
j=1

1η−j,k≤t1Y 0,`′
−j,k(η−j,k)=`

−
SNk (0)∑
j=1

1τNj,k+ηj,k≤t
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (τNj,k+ηj,k)=`

−
L∑

`′=1
`′ 6=`

P `,`
′

I,k

(∫ t

0
ν`,`

′

I,k (s)IN,`k (s)ds

)
+

L∑
`′=1
`′ 6=`

P `
′,`
I,k

(∫ t

0
ν`
′,`
I,k (s)IN,`

′

k (s)ds

)
,

(3.6)

RN,`k (t) = RN,`k (0) +

L∑
`′=1

IN,`
′

k (0)∑
i=1

1η−j,k≤t1Y 0,`′
−j,k(η−j,k)=`

+

SNk (0)∑
j=1

1τNj,k+ηj,k≤t
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (τNj,k+ηj,k)=`

−
L∑

`′=1
`′ 6=`

P `,`
′

R,k

(∫ t

0
ν`,`

′

R,k(s)R
N,`
k (s)ds

)
+

L∑
`′=1
`′ 6=`

P `
′,`
R,k

(∫ t

0
ν`
′,`
R,k(s)R

N,`′

k (s)ds

)
,

(3.7)

where P `,`
′

S,k , P
`,`′

I,k , P
`,`′

R,k, k ∈ K, `, `′ ∈ L are mutually independent standard Poisson processes.

Remark 3.2. The Poisson processes just introduced above describe the global movements of
susceptible, infected and recovered individuals of each group k. They are of course not independent
of the individual movements Xj,k, Yj,k, Zj,k. However, we shall not need to specify the dependence
between those two collections of random processes.

The system of stochastic equations in (3.2), (3.4) and (3.5)–(3.7) uniquely determines the epidemic
dynamics.

We define S̄N,`k (t) := N−1SN,`k (t), ĪN,`k (t) := N−1IN,`k (t) and R̄N,`k (t) := N−1RN,`k (t). We want to
show that under the above assumptions, we have the following Theorem.

Theorem 3.1. As N → ∞,
(
S̄N,`k , F̄N,`k , ĪN,`k , R̄N,`k , k ∈ K, ` ∈ L

)
→
(
S̄`k, F̄

`
k, Ī

`
k, R̄

`
k, k ∈ K, ` ∈

L
)

in D4KL in probability, where the limits are the unique solution of the following system of
integral equations:
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S̄`k(t) = S̄`k(0)−
∫ t

0
S̄`k(s)Γ̄

`
k(s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds ,

F̄`k(t) = λ̄0
k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) +

∑
`′

∫ t

0
λ̄k(t− s)S̄`

′
k (s)Γ̄`

′
k (s)q`

′,`
k (s, t)ds ,

Ī`k(t) = Ī`k(0)−
L∑

`′=1

Ī`
′
k (0)

∫ t

0
q`
′,`
k (0, s)F 0

k (ds) +

∫ t

0
S̄`k(s)Γ̄

`
k(s)ds

−
L∑

`′=1

∫ t

0

∫ t−s

0
q`
′,`
k (s, s+ u)Fk(du)S̄`

′
k (s)Γ̄`

′
k (s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
I,k (s)Ī`

′
k (s)ds ,

R̄`k(t) = R̄`k(0) +
L∑

`′=1

Ī`
′
k (0)

∫ t

0
q`
′,`
k (0, s)F 0

k (ds)

+
L∑

`′=1

∫ t

0

∫ t−s

0
q`
′,`
k (s, s+ u)Fk(du)S̄`

′
k (s)Γ̄`

′
k (s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
R,k(s)R̄

`′
k (s)ds ,

(3.8)

where
Γ̄`k(t) = (B̄`

k(t))
−γ
∑
k′

∑
`′

β`,`
′

k,k′(t)F̄
`′
k′(t) , B̄`

k(t) = S̄`k(t) + Ī`k(t) + R̄`k(t) , (3.9)

and ql,l
′

k (s, t) is defined in (3.1).

Remark 3.3. Recall that in the homogenous model, the dynamics of the limits is essentially
determined by the two processes S̄(t) and F̄(t) with the two integral equations in (2.6), and then
the limits Ī(t) and R̄(t) are given as integral functionals of S̄(t) and F̄(t). This is no longer
the case for the multipatch-multigroup model except when γ = 0. In that case, S̄`k(t)Γ̄

`
k(t) =

S̄`k(t)
∑

k′
∑

`′ β
`,`′

k,k′(t)F̄
`′
k′(t), hence, (S̄`k(t), F̄`k(t)) for all k ∈ K and ` ∈ L can be first determined by

the set of the first two equations in (3.8), that is,

S̄`k(t) = S̄`k(0)−
∫ t

0
S̄`k(s)

∑
k′

∑
`′

β`,`
′

k,k′(s)F̄
`′
k′(s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds ,

F̄`k(t) = λ̄0
k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) +

∑
`′

∫ t

0
λ̄k(t− s)S̄`

′
k (s)

∑
k′

∑
`′′

β`
′,`′′

k,k′ (s)F̄`
′′
k′ (s)q

`′,`
k (s, t)ds .

(3.10)

However, when γ ∈ (0, 1], all the limits
(
S̄`k, F̄

`
k, Ī

`
k, R̄

`
k, k ∈ K, ` ∈ L

)
are intertwined in a

complicated manner through Γ̄`k(t) in (3.9). Thus, the proof of existence and uniqueness of solution
to the system of equations in (3.8) becomes more delicate, see Section 4.1. Moreover, the extension
of the new approach from the homogeneous model to the multipatch-multigroup model becomes
substantially non-trivial.

4. Proof of Theorem 3.1

4.1. Existence and uniqueness of a solution to the system (3.8).

Theorem 4.1. The system of equations (3.8) has a unique solution.

Proof. If γ = 0, we have S̄`k(t)Γ̄
`
k(t) = S̄`k(t)

∑
k′
∑

`′ β
`,`′

k,k′(t)F̄
`′
k′(t). The existence and uniqueness of

a solution to (3.10) follow from a standard argument for Volterra integral equations with Lipschitz
coefficients, see e.g. Theorems 1.2.13 in [13].
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If 0 < γ ≤ 1, S̄`k(t)Γ̄
`
k(t) = S̄`k(t)(B̄

`
k(t))

−γ∑
k′
∑

`′ β
`,`′

k,k′(t)F̄
`′
k′(t), which involves the map

(x, y, z) 7→ x
(x+y+z)γ . For any 0 < ε < 1, this map is globally Lipschitz on the subset {(x, y, z) ∈

[0, 1]3, x + y + z ≥ ε}. We will show that for any T > 0, inf0≤t≤T inf`,k B̄
`
k(t) > 0. Then the

existence and uniqueness follows from a standard argument of Volterra integral equations with
Lipschitz coefficients.

By the expressions of S̄`k(t), Ī
`
k(t) and R̄`k(t) in (3.8), we have, for t ∈ [0, T ],

B̄`
k(t) = B̄`

k(0) +

L∑
`′=1

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
I,k (s)Ī`

′
k (s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
R,k(s)R̄

`′
k (s)ds

= B̄`
k(0) +

∑
`′ 6=`

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds+

∑
`′ 6=`

∫ t

0
ν`
′,`
I,k (s)Ī`

′
k (s)ds+

∑
`′ 6=`

∫ t

0
ν`
′,`
R,k(s)R̄

`′
k (s)ds

+

∫ t

0
ν`,`S,k(s)S̄

`
k(s)ds+

∫ t

0
ν`,`I,k(s)Ī

`
k(s)ds+

∫ t

0
ν`,`R,k(s)R̄

`
k(s)ds

= B̄`
k(0) + ν`,`k

∫ t

0
B̄`
k(s)ds+

∫ t

0
V̄ `
k (s)ds

= eν
`,`
k tB̄`

k(0) +

∫ t

0
eν
`,`
k (t−s)V̄ `

k (s)ds, (4.1)

where ν`,`k := infs∈[0,T ]

{
ν`,`S,k(s) ∧ ν

`,`
I,k(s) ∧ ν

`,`
R,k(s)

}
, and

V̄ `
k (s) =

(
ν`,`S,k(s)− ν

`,`
k

)
S̄`k(s) +

(
ν`,`I,k(s)− ν

`,`
k

)
Ī`k(s) +

(
ν`,`R,k(s)− ν

`,`
k

)
R̄`k(s)

+
∑
`′ 6=`

ν`
′,`
S,k(s)S̄`

′
k (s) +

∑
`′ 6=

ν`
′,`
I,k (s)Ī`

′
k (s) +

∑
`′ 6=`

ν`
′,`
R,k(s)R̄

`′
k (s)

≥ 0 for all s ≥ 0. (4.2)

Note that ν`,`S,k(t) = −
∑

`′ 6=` ν
`,`′

S,k(t) for each ` ∈ L. We deduce from (4.1) and (4.2) (recall that

ν`,`k < 0)

B̄`
k(t) ≥ B̄`

k(0)eν
`,`
k t ≥ B̄`

k(0)eν
`,`
k T := C`k,T for all t ∈ [0, T ] . (4.3)

Moreover our assumption infN≥1 inf`,kN
−1BN,`

k (0) > 0 a.s. implies that inf`,k B̄
`
k(0) > 0, hence

inf`,k C
`
k,T > 0. �

4.2. An expression of S̄`k(t) via a Feynman-Kac formula for the associated backward

ODEs. The following estimate will be useful below. From the facts that
∑

`,k Ī
`
k(t) ≤ 1 and

λ(t) ≤ λ∗, we deduce that for all t ≥ 0, ∑
`,k

F̄`k(t) ≤ λ∗ . (4.4)

From now on, for each 1 ≤ k ≤ K, we shall consider the {1, . . . , L}-valued process Xk(t),
which starts, as specified for the Xj,k’s at the start of Section 3, with the initial distribution

P(Xk(0) = `) = S̄`k(0)/S̄k(0), 1 ≤ ` ≤ L.
The process Xk(t) is a non homogeneous Markov process, whose jumps are specified by the rates

ν`,`
′

S,k(t).

It is clear that the explicit formula S̄(t) = S̄(0) exp
(
−
∫ t

0 F̄(s)ds
)

in (2.9) was crucial in the

proofs of Lemma 2.1 and the convergence of ĪN in (2.17) above. We need an extension of this
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formula in the context of the present multipatch-multigroup model. Such a formula will be provided
by the next Proposition.

Let us first rewrite the first line of (3.8). Denoting by Qk(t) the infinitesimal generator of the

process Xk(t), i.e., the matrix whose (`, `′) entry equals ν`,`
′

k (t), this equation can be rewritten as

the following equation for the vector S̄k(t) := (S̄1
k(t), . . . , S̄Lk (t))′ (with ′ denoting transpose):

dS̄k
dt

(t) = −Dk(t)S̄k(t) +Q′k(t)S̄k(t) , (4.5)

with Dk(t) denoting the diagonal matrix whose (`, `) entry equals Γ̄`k(t), and Q′k(t) denoting the
transpose of the matrix Qk(t). Note that S̄k(t) need not be differentiable at any time t, and the right
hand side of (4.5) can be an irregular function of t. The reader can think of (4.5) as a short-hand
notation for the same equation written in integral form. We first need to establish a Feynman–Kac
formula for a system of backward ODEs adjoint to (4.5).

Lemma 4.1. For any t > 0, 1 ≤ ` ≤ L, let {uk,t,`(s), 0 ≤ s ≤ t} be the unique RL-valued solution
of the following backward system of ODEs:

duk,t,`
ds

(s)−Dk(s)uk,t,`(s) +Qk(s)uk,t,`(s) = 0 , 0 ≤ s ≤ t , (4.6)

whose final value uk,t,`(t) equals the vector whose `-th coordinate equals 1, all others being 0. Then
for any 0 ≤ s < t, 1 ≤ `′ ≤ L,

u`
′
k,t,`(s) = E

[
1Xk(t)=` exp

(
−
∫ t

s
Γ̄
Xk(r)
k (r)dr

) ∣∣∣Xk(s) = `′
]
, (4.7)

where u`
′
k,t,`(s) stands for the `′-th coordinate of the vector uk,t,`(s).

Proof. In order to simplify our notation, we delete the subindices k, t, ` and k in the proof. We fix
0 ≤ s < t. For s < r ≤ t, let {u(r), s ≤ r ≤ t} be the solution of (4.6). Note that u ∈ C1((0, t);RL).
Let

V (r) = exp

(
−
∫ r

s
Γ̄X(v)(v)dv

)
, W (r) = uX(r)(r)V (r) .

The jump Markov process X(s) has the same law as the solution of the following SDE:

X(t) = X(s) +
∑
`,`′

(`′ − `)
∫ t

s

∫ ∞
0

1X(r−)=`1v≤ν`,`
′

S (r)
Q`,`

′
(dr, dv)

= X(s) +
∑
`′

∫ r

s
(`′ −X(v))ν

X(v),`′

S (v)dv +
∑
`,`′

(`′ − `)
∫ r

s

∫ ∞
0

1X(r−)=`1v≤ν`,`
′

S (r)
Q̄`,`

′
(dr, dv) ,

where {Q`,`′ , 1 ≤ `, `′ ≤ L} are mutually independent standard PRMs on R2, and Q̄`,`
′
(dr, dv) =

Q`,`
′
(dr, dv)− drdv. From this it follows that

W (t) = W (s) +

∫ t

s

[
duX(r)(r)

dr
− Γ̄X(r)(r)uX(r)(r)

]
V (r)dr

+
∑
`

∫ t

s
ν
X(r),`
S (r)

[
u`(r)− uX(r)(r)

]
V (r)dr +M(t) ,

where M(t) is a martingale such that M(s) = 0. We further note that∑
`

(u` − ux)νx,`(v) =
∑
`6=x

(u` − ux)νx,`(v)

= (Qu)x .
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From the above formulas, we deduce that

W (t) = W (s) +

∫ t

s

[
duX(r)(r)

dr
− (Du)X(r)(r) + (Qu)X(r)(r)

]
V (r)dr +M(t)

= W (s) +M(t) ,

where we have used the fact that u solves (4.6). Taking the conditional expectation given that
X(s) = `′ in the last identity yields the formula (4.7), since

W (t) = 1X(t)=` exp

(
−
∫ t

s
Γ̄X(v)(v)dv

)
, and

W (s) = uX(s)(s) .

�

Remark 4.1. Would the Markov process Xk be a diffusion, then the system of ODEs (4.6) would be
replaced by a parabolic PDE, and a similar Feynman–Kac formula in such a situation is well-known,
see, e.g., Chapter 3.8 in [35].

We can now derive an explicit formula for S̄`k(t).

Proposition 4.1. The solution of equation (4.5) is given by the following formula: for any
1 ≤ k ≤ K, 1 ≤ ` ≤ L, t > 0,

S̄`k(t) = S̄k(0)E
[
1Xk(t)=` exp

(
−
∫ t

0
Γ̄
Xk(s)
k (s)ds

)]
, (4.8)

where Xk is initialized as indicated above.

Proof. The duality between equations (4.5) and (4.6) is expressed by the obvious fact that

d

ds
(S̄k(s), uk,t,`(s)) = 0, 0 ≤ s ≤ t,

hence (S̄k(t), uk,t,`(t)) = (S̄k(0), uk,t,`(0)). Here we use (·, ·) as the scalar product in RL. Recall that

by our choice of uk,t,`(t), (S̄k(t), uk,t,`(t)) = S̄`k(t). Now we deduce from (4.7) with s = 0 that

(S̄k(0), uk,t,`(0)) =
∑
`′

S̄`
′
k (0)E

[
1Xk(t)=` exp

(
−
∫ t

0
Γ̄
Xk(r)
k (r)dr

) ∣∣∣Xk(0) = `′
]

= S̄k(0)
∑
`′

E
[
1Xk(t)=` exp

(
−
∫ t

0
Γ̄
Xk(r)
k (r)dr

) ∣∣∣Xk(0) = `′
]
P(Xk(0) = `′)

= S̄k(0)E
[
1Xk(t)=` exp

(
−
∫ t

0
Γ̄
Xk(r)
k (r)dr

)]
.

The result follows from the last three identities. �

4.3. An auxiliary system of Poisson-driven stochastic equations. We want to associate to
a collection of mutually independent standard PRMs {Q`k, k ∈ K, ` ∈ L} on R2

+ and a family of

mutually independent processes {Xk(t), t ≥ 0, k ∈ K}, also independent from the {Q`k, k ∈ K, ` ∈ L},
the processes {A`k(t), k ∈ K, ` ∈ L}, which is the solution of the following system of stochastic
equations:
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A`k(t) =

∫ t

0

∫ ∞
0

1Ak(s−)=01Xk(s)=`1u≤Γ̄`k(s−)Q
`
k(ds, du) , with Ak(t) =

∑
`

A`k(t) ,

Ḡ`
k(t) = λ̄0

k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) + S̄k(0)E

[
λk(t− τk)q

Xk(τk),`
k (τk, t)

]
,

S̄`k(t) = S̄`k(0)−
∫ t

0
S̄`k(s)Γ̄

`
k(s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds ,

Ī`k(t) = Ī`k(0)−
L∑

`′=1

Ī`
′
k (0)

∫ t

0
q`
′,`
k (0, s)F 0

k (ds) +

∫ t

0
S̄`k(s)Γ̄

`
k(s)ds

−
L∑

`′=1

∫ t

0

∫ t−s

0
q`
′,`
k (s, s+ u)Fk(du)S̄`

′
k (s)Γ̄`

′
k (s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
I,k (s)Ī`

′
k (s)ds ,

R̄`k(t) =
L∑

`′=1

Ī`
′
k (0)

∫ t

0
q`
′,`
k (0, s)F 0

k (ds) +
L∑

`′=1

∫ t

0

∫ t−s

0
q`
′,`
k (s, s+ u)Fk(du)S̄`

′
k (s)Γ̄`

′
k (s)ds

+
L∑

`′=1

∫ t

0
ν`
′,`
R,k(s)R̄

`′
k (s)ds ,

(4.9)

where

Γ̄`k(t) = (B̄`
k(t))

−γ
∑
k′

∑
`′

β`,`
′

k,k′(t)Ḡ
`′
k′(t) ,

τk = inf{t > 0, Ak(t) = 1} ,

B̄`
k(t) = S̄`k(t) + Ī`k(t) + R̄`k(t) .

Remark 4.2. In this system of stochastic equations, the laws of the random functions Xk and λk
as well as that of the PRMs Q`k are given. However, τk is an unknown of this equation, whose law
enters the coefficient on the second line. Recall Remark 2.1. We can thus regard these equations as
a McKean–Vlasov stochastic equations, and also the following as a propagation of chaos result for
the times of infection of the various initially susceptible individuals.

Remark 4.3. In the case γ = 0, one can instead define the following simpler system of Poisson-
driven SDEs:

A`k(t) =

∫ t

0

∫ ∞
0

1Ak(s−)=01Xk(s)=`1u≤Γ̄`k(s−)Q
`
k(ds, du) , with Ak(t) =

∑
`

A`k(t) ,

Ḡ`
k(t) = λ̄0

k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) + S̄k(0)E

[
λk(t− τk)q

Xk(τk),`
k (τk, t)

]
,

where

Γ̄`k(t) =
∑
k′

∑
`′

β`,`
′

k,k′(t)Ḡ
`′
k′(t) ,

τk = inf{t > 0, Ak(t) = 1} .
The proofs below can be simplified in this case, see also Remark 4.4.

We first need to show:
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Lemma 4.2. The system of equations (4.9) has a unique solution, which is such that Ḡ`
k ≡ F̄`k, for

all k ∈ K, ` ∈ L.

Proof. To any {m`
k, k ∈ K, ` ∈ L} ∈ DLK which satisfies inf`,k,0≤t≤T m

`
k(t) ≥ 0 and sup0≤t≤T,`,km

`
k(t) ≤

λ∗ for all T , we associate {A(m)
k , 1 ≤ k ≤ K}, which solves

A
(m)
`,k (t) =

∫ t

0

∫ ∞
0

1
A

(m)
k (s−)=0

1Xk(s)=`1u≤Γ̄
(m)
`,k (s−)

Q`k(ds, du), with A
(m)
k (t) =

∑
`

A
(m)
`,k (t),

where Xk(s) is as above a {0, 1, . . . , L}-valued Markov jump process which is such that P(Xk(0) =

`) = S̄`k(0), 1 ≤ ` ≤ L, P(Xk(0) = 0) = 1−
∑

`′ S̄
`′
k (0), and starting from 0, Xk(t) = 0 for all t > 0,

and
Γ̄

(m)
`,k (t) =

(
B̄

(m)
`,k (t)

)−γ∑
k′,`′

β`,`
′

k,k′(t)m
`′
k′(t) ,

with B̄
(m)
`,k (t) = S̄

(m)
`,k (t) + Ī

(m)
`,k (t) + R̄

(m)
`,k (t), where (S̄

(m)
`,k (t), Ī

(m)
`,k (t), R̄

(m)
`,k (t)) solves the last three

lines of (4.9), with Γ̄`k replaced by Γ̄
(m)
`,k . Note that Theorem 4.1 applies to this system of equations.

In particular B̄
(m)
`,k (t) satisfies clearly the lower bound which we have established for B̄`

k(t). We

moreover define τ
(m)
k = inf{t > 0, A

(m)
k (t) = 1}.

The result will follow from the existence and uniqueness of m∗ :=
{
m∗,`k , k ∈ K, ` ∈ L

}
such that

m∗ = Ḡ(m∗), where

Ḡ
(m)
`,k (t) = λ̄0

k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) + S̄k(0)E

[
λk(t− τ

(m)
k )q

Xk(τ
(m)
k ),`

k (τ
(m)
k , t)

]

= λ̄0
k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) + S̄k(0)E

[∫ t

0
λk(t− s)q

Xk(s),`
k (s, t)dA

(m)
k (s)

]

= λ̄0
k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t)

+ S̄k(0)E
[∫ t

0
λk(t− s)q

Xk(s),`
k (s, t)P(A

(m)
k (s) = 0|Xk)Γ̄

(m)
Xk(s),k(s)ds

]
= λ̄0

k(t)
L∑

`′=1

Ī`
′
k (0)q`

′,`
k (0, t)

+ S̄k(0)E
[∫ t

0
λk(t− s)q

Xk(s),`
k (s, t)Γ̄

(m)
Xk(s),k(s) exp

(
−
∫ s

0
Γ̄

(m)
Xk(r),k(r)dr

)
ds

]
= λ̄0

k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t)

+ S̄k(0)
L∑

`′=1

E
[∫ t

0
1Xk(s)=`′λk(t− s)q

`′,`
k (s, t)Γ̄

(m)
`′,k (s) exp

(
−
∫ s

0
Γ̄

(m)
Xk(r),k(r)dr

)
ds

]

= λ̄0
k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t) +

L∑
`′=1

∫ t

0
S̄

(m),`′

k (s)λ̄k(t− s)q`
′,`
k (s, t)Γ̄

(m)
`′,k (s)ds ,

where in the last equality we have defined

S̄
(m),`′

k (t) := S̄k(0)E
[
1Xk(t)=`′ exp

(
−
∫ t

0
Γ̄

(m)
Xk(s),k(s)ds

)]
.
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It follows from (3.8) and (4.8) that m = Ḡ(m) iff (S̄(m), Ḡ(m), Ī(m), R̄(m)) solves (3.8). Since that

system of integral equations has a unique solution, the equation m = Ḡ(m) has a unique solution

m∗, and moreover m∗,`k ≡ F̄`k for all `, k. �

4.4. Estimates using the i.i.d. processes constructed from the Poisson-driven stochastic

equations (4.9). Recall AN,`j,k (t) in (3.4). Let
{
A`j,k(t) : j ≥ 1

}
be the solution of (4.9) with

(Q`k, Xk, λk) replaced by (Q`j,k, Xj,k, λj,k) for each j ≥ 1 (which enter in the definition of AN,`j,k ). We

need the following lemma on the approximation of AN,`j,k by A`j,k as in Lemma 2.2. In the sequel, we

shall use the notation

ENT :=

{
inf

0≤t≤T,1≤k≤K,1≤`≤L
B̄N,`
k (t) ≥ C∗T

}
,

where C∗T := 1
4 mink,`C

`
k,T , and the C`k,T ’s are the lower bounds which appear in formula (4.3).

Lemma 4.4 below establishes that P
(
(ENT )c

)
→ 0 as N →∞. Moreover, we define for any T > 0

the stopping time

σN
T

:= inf
{
t > 0, inf

k,`
B̄N,`
k (t) < C∗T

}
.

Note that on the event ENT , σN
T
≥ T .

Lemma 4.3. For any T > 0, k ∈ K, and ` ∈ L, as N →∞,

1

N
E

SNk (0)∑
j=1

sup
0≤t≤T∧σN

T

∣∣∣AN,`j,k (t)−A`j,k(t)
∣∣∣
→ 0 .

Before we prove this Lemma, let us first understand how to bound B̄N,`
k (t) from below.

Lemma 4.4. For any T > 0, k ∈ K and ` ∈ L, as N →∞,

P
(

inf
0≤t≤T

B̄N,`
k (t) < C∗T

)
→ 0 ,

where C∗T is specified above in the definition of ENT .

Note that Lemma 4.3 and Lemma 4.4 imply that, as N →∞,

1

N

SNk (0)∑
j=1

sup
0≤t≤T

∣∣∣AN,`j,k (t)−A`j,k(t)
∣∣∣→ 0 ,

in probability.

Proof of Lemma 4.4. By (3.5), (3.6) and (3.7), we obtain, with P̄ `,`
′

S,k , P̄
`,`′

I,k , P̄
`,`′

R,k, k ∈ K, `, `′ ∈ L the

corresponding compensated standard Poisson processes,

B̄N,`
k (t) = B̄N,`

k (0)−
L∑

`′=1,`′ 6=`

∫ t

0
ν`,`

′

S,k(s)S̄N,`k (s)ds+

L∑
`′=1,`′ 6=`

∫ t

0
ν`
′,`
S,k(s)S̄N,`

′

k (s)ds

−
L∑

`′=1,`′ 6=`

∫ t

0
ν`,`

′

I,k (s)IN,`k (s)ds+

L∑
`′=1,`′ 6=`

∫ t

0
ν`
′,`
I,k (s)ĪN,`

′

k (s)ds

−
L∑

`′=1,`′ 6=`

∫ t

0
ν`,`

′

R,k(s)R
N,`
k (s)ds+

L∑
`′=1,`′ 6=`

∫ t

0
ν`
′,`
R,k(s)R̄

N,`′

k (s)ds
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−N−1
L∑

`′=1,`′ 6=`
P̄ `,`

′

S,k

(∫ t

0
ν`,`

′

S,k(s)SN,`k (s)ds

)
+N−1

L∑
`′=1,`′ 6=`

P̄ `
′,`
S,k

(∫ t

0
ν`
′,`
S,k(s)SN,`

′

k (s)ds

)

−N−1
L∑

`′=1,`′ 6=`
P̄ `,`

′

I,k

(∫ t

0
ν`,`

′

I,k (s)IN,`k (s)ds

)
+N−1

L∑
`′=1,`′ 6=`

P̄ `
′,`
I,k

(∫ t

0
ν`
′,`
I,k (s)IN,`

′

k (s)ds

)

−N−1
L∑

`′=1,`′ 6=`
P̄ `,`

′

R,k

(∫ t

0
ν`,`

′

R,k(s)R
N,`
k (s)ds

)
+N−1

L∑
`′=1,`′ 6=`

P̄ `
′,`
R,k

(∫ t

0
ν`
′,`
R,k(s)R

N,`′

k (s)ds

)

= B̄N,`
k (0) +

∫ t

0
ν`,`k B̄

N,`
k (s)ds+

∫ t

0
ZN,`k (s)ds+ ξN,`k (t)

= eν
`,`
k tB̄N,`

k (0) +

∫ t

0
eν
`,`
k (t−s)ZN,`k (s)ds+ eν

`,`
k t

∫ t

0
e−ν

`,`
k sdξN,`k (s) ,

where ν`,`k has been defined in the proof of Theorem 4.1,

ZN,`k (s) =
∑
`′ 6=`

ν`
′,`
S,k(s)S̄N,`

′

k (s) +
∑
`′ 6=`

ν`
′,`
I,k (s)ĪN,`

′

k (s) +
∑
`′ 6=`

ν`
′,`
R,k(s)R̄

N,`′

k (s)

+ (ν`,`S,k(s)− ν
`,`
k )S̄N,`k (s) + (ν`,`I,k(s)− ν

`,`
k )ĪN,`k (s) + (ν`,`R,k(s)− ν

`,`
k )R̄N,`k (s)

≥ 0 ,

and ξN,`k (t) is the sum of the last six terms with compensated Poisson processes in the first right

hand side. Observe that ξN,`k (t) is a square integrable martingale with respect to a filtration FNt
which we will specify next, with a quadratic variation which is bounded by cT /N for 0 ≤ t ≤ T .

For each t ≥ 0, the σ–algebra FNt is generated by SN,`k (s), IN,`k (s), RN,`k (s) for all ` ∈ L, k ∈ K and
0 ≤ s ≤ t. We deduce from the above computations that

B̄N,`
k (t) ≥ eν

`,`
k t

[
B̄N,`
k (0) +

∫ t

0
e−ν

`,`
k sdξN,`k (s)

]
.

We define the martingale

ζN,`k (s) :=

∫ t

0
e−ν

`,`
k sdξN,`k (s) ,

whose quadratic variation is again bounded by cT /N for 0 ≤ t ≤ T . We define the events

AN,`k :=

{
ζN,`k (t) ≥ −1

2
B̄N,`
k (0), ∀0 ≤ t ≤ T

}
.

It is easy to verify that on the event AN,`k , for 0 ≤ t ≤ T ,

B̄N,`
k (t) ≥ 1

2
B̄N,`
k (0) exp

(
ν`,`k T

)
,

hence ∩k,`AN,`k ⊂ ENT , while P(AN,`k ) ≥ 1− c′T /N . Since P
(

inf`,k B̄
N,`
k (0) ≥ 1

2 inf`,k B̄
`
k(0)

)
→ 1 as

N →∞, the result follows. �

Proof of Lemma 4.3. In this proof, C will denote an arbitrary positive constant, and εN an arbitrary
sequence of positive numbers which converges to 0 as N →∞. Both C and εN may vary from one
line to another. Then, ∣∣∣AN,`j,k (t)−A`j,k(t)

∣∣∣ ≤ ∫ t

0

∫ Γ̄N,`k (s−)∨Γ̄`k(s)

Γ̄N,`k (s−)∧Γ̄`k(s)
Q`j,k(ds, du) ,
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and

sup
0≤r≤t

∣∣∣AN,`j,k (r)−A`j,k(r)
∣∣∣ ≤ ∫ t

0

∫ Γ̄N,`k (s−)∨Γ̄`k(s)

Γ̄N,`k (s−)∧Γ̄`k(s)
Q`j,k(ds, du) ,

from which we obtain

E
[

sup
0≤r≤t∧σN

T

∣∣∣AN,`j,k (r)−A`j,k(r)
∣∣∣] ≤ E

[∫ t∧σN
T

0

∣∣Γ̄N,`k (s)− Γ̄`k(s)
∣∣ds] . (4.10)

We have just used the well-known fact that the expectation of the integral of a predictable process
w.r.t. a PRM equals the expectation of the integral of the same process w.r.t. the mean measure of
the PRM. We now have∣∣Γ̄N,`k (t)− Γ̄`k(t)

∣∣ =

∣∣∣∣∣ 1

(B̄N,`
k (t))γ

∑
k′

∑
`′

β`,`
′

k,k′(t)F̄
N,`′

k′ (t)− 1

(B̄`
k(t))

γ

∑
k′

∑
`′

β`,`
′

k,k′(t)F̄
`′
k′(t)

∣∣∣∣∣
≤ 1

(B̄`
k(t))

γ

∑
k′

∑
`′

β`,`
′

k,k′(t)
∣∣∣F̄N,`′k′ (t)− F̄`

′
k′(t)

∣∣∣
+

∣∣∣∣∣ 1

(B̄N,`
k (t))γ

− 1

(B̄`
k(t))

γ

∣∣∣∣∣∑
k′

∑
`′

β`,`
′

k,k′(t)F̄
N,`′

k′ (t)

≤ C−γT β∗
∑
`′,k′

∣∣∣F̄N,`′k′ (t)− F̄`
′
k′(t)

∣∣∣+ λ∗β∗LK

∣∣∣∣∣ 1

(B̄N,`
k (t))γ

− 1

(B̄`
k(t))

γ

∣∣∣∣∣ , (4.11)

where we have used for the last inequality both the lower bound (4.3), and the fact that F̄N,`k (t) ≤
λ∗(ĪNk (0) + S̄Nk (0)) ≤ λ∗ for all t ≥ 0 and all k, `, which follows from (3.2).

By (3.2) and (3.8), we obtain

1t<σN
T

∣∣∣F̄N,`k (t)− F̄`k(t)
∣∣∣ ≤ ∣∣∣∣∣N−1

INk (0)∑
j=1

λ−j,k(t)1Yj,k(t)=` − λ̄0
k(t)

L∑
`′=1

Ī`
′
k (0)q`

′,`
k (0, t)

∣∣∣∣∣
+ 1t<σN

T

∣∣∣∣∣N−1

SNk (0)∑
j=1

λj,k(t− τNj,k)
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (t)=`

−
∑
`′

∫ t

0
λ̄k(t− s)S̄`

′
k (s)Γ̄`

′
k (s)q`

′,`
k (s, t)ds

∣∣∣∣∣ .
(4.12)

The convergence to 0 in L1 of the first term follows from the law of large numbers. Concerning the
second term, we first note that

1

N

SNk (0)∑
j=1

λj,k(t− τNj,k)
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (t)=`

=
1

N

SNk (0)∑
j=1

∫ t

0
λj,k(t− s)

∑
`′

1Xj,k(s)=`′1Y s,`
′

j,k (t)=`
dAN,`

′

j,k (s)

=
1

N

SNk (0)∑
j=1

∫ t

0

∫ ∞
0

λj,k(t− s)
∑
`′

1ANj,k(s−)=01Xj,k(s)=`′1Y s,`
′

j,k (t)=`
1
u≤Γ̄N,`

′
k (s−)

Q`
′
j,k(ds, du)
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=
1

N

SNk (0)∑
j=1

∫ t

0

∫ ∞
0

λj,k(t− s)
∑
`′

[1ANj,k(s−)=01u≤Γ̄N,`
′

k (s−)

− 1Aj,k(s−)=01u≤Γ̄`
′
k (s−)

]1Xj,k(s)=`′1Y s,`
′

j,k (t)=`
Q`
′
j,k(ds, du) (4.13)

+
1

N

SNk (0)∑
j=1

∫ t

0

∫ ∞
0

λj,k(t− s)1Aj,k(s−)=0

∑
`′

1
u≤Γ̄`

′
k (s−)

1Xj,k(s)=`′1Y s,`
′

j,k (t)=`
Q`
′
j,k(ds, du) .

In order to bound the first term on the right of (4.13), we first deduce from (4.4) and (4.3) that
there exists a constant CT such that for all 0 ≤ t ≤ T , k ∈ K and ` ∈ L, Γ̄`k(t) ≤ CT . It then follows

that, denoting by κN,`k (t) the first term on the right of (4.13),

E

[
sup

0≤s≤t∧σNT
|κN,`k (s)|

]
≤ λ∗CT

N
E

SNk (0)∑
j=1

sup
0≤s≤t∧σN

T

|Aj,k(s)−ANj,k(s)|


+ λ∗

∑
`′

E

[∫ t∧σN
T

0
|Γ̄N,`

′

k (s)− Γ̄`
′
k (s)|ds

]
, (4.14)

while, thanks to the law of large numbers, the second term on the right of (4.13) converges a.s., as
N →∞, towards

S̄k(0)E

[∫ t

0
λ1,k(t− s)1A1,k(s−)=0

∑
`′

1X1,k(s)=`′1Y s,`
′

1,k (t)=`
Γ̄`
′
k (s)ds

]

= S̄k(0)

∫ t

0
λ̄k(t− s)E

[
1A1,k(s−)=0

∑
`′

1X1,k(s)=`′1Y s,`
′

1,k (t)=`

]
Γ̄`
′
k (s)ds

=

∫ t

0
λ̄k(t− s)

∑
`′

S̄`
′
k (s)Γ̄`

′
k (s)q`

′,`
k (s, t)ds ,

where we have used the fact that P (Ak(s) = 0|Xk) = exp
(
−
∫ s

0 Γ̄
Xk(r)
k (r)dr

)
and formula (4.8).

Combining the last estimates with (4.12) yields

E
[
1t<σN

T

∣∣∣F̄N,`k (t)− F̄`k(t)
∣∣∣] ≤ εN + C

∑
`′

E

[∫ t∧σN
T

0
|Γ̄N,`

′

k (s)− Γ̄`
′
k (s)|ds

]

+ C
∑
`′

1

N
E

SNk (0)∑
j=1

sup
0≤r≤t∧σN

T

∣∣∣AN,`′j,k (r)−A`′j,k(r)
∣∣∣
 . (4.15)

Remark 4.4. In the case γ = 0, instead of (4.11), we have the simpler bound∣∣Γ̄N,`k (t)− Γ̄`k(t)
∣∣ ≤ β∗∑

`′,k′

∣∣∣F̄N,`′k′ (t)− F̄`
′
k′(t)

∣∣∣ .
Hence combining this estimate and (4.15), by Gronwall’s Lemma, we obtain

∑
`,k

E
[
1t<σN

T

∣∣Γ̄N,`k (t)− Γ̄`k(t)
∣∣] ≤ εN + C

∑
`,k

1

N
E

SNk (0)∑
j=1

sup
0≤r≤t∧σN

T

∣∣∣AN,`j,k (r)−A`j,k(r)
∣∣∣
 .

In that case, we do not need the estimate on B̄N,`
k in Lemma 4.4, nor the stopping time σN

T
, nor the

estimates in the next three Lemmas to complete the proof.
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It remains to consider the second term on the right of (4.11). Observe that

1

(B̄N,`′

k (t))γ
− 1

(B̄`′
k (t))γ

= −γ
(∫ 1

0

(
uB̄N,`′

k (t) + (1− u)B̄`′
k (t)

)−γ−1
du

)(
B̄N,`′

k (t)− B̄`′
k (t)

)
.

(4.16)

It is clear that on the event {t < σN
T
}, the integral on the right hand side is bounded by (C∗T )−γ−1.

Hence it follows from (4.11), (4.15), (4.16) that, for all t ∈ [0, T ],

∑
`,k

E
[
1t<σN

T

∣∣Γ̄N,`k (t)− Γ̄`k(t)
∣∣] ≤ εN + C

∑
`,k

1

N
E

SNk (0)∑
j=1

sup
0≤r≤t∧σN

T

∣∣∣AN,`j,k (r)−A`j,k(r)
∣∣∣


+ C
∑
`,k

E

[∫ t∧σN
T

0
|Γ̄N,`k (s)− Γ̄`k(s)|ds

]
(4.17)

+ C
∑
`,k

E
[
1t<σN

T

∣∣∣B̄N,`
k (t)− B̄`

k(t)
∣∣∣] .

It will follow from the next three Lemmas that (4.17) holds without the last term. Hence from
Gronwall’s Lemma∑

`,k

E
[
1t<σN

T

∣∣Γ̄N,`k (t)− Γ̄`k(t)
∣∣] ≤ εN + C

∑
`,k

1

N
E

SNk (0)∑
j=1

sup
0≤r≤t∧σN

T

∣∣∣AN,`j,k (r)−A`j,k(r)
∣∣∣
 .

The result follows by combining this last estimate with (4.10) and Gronwall’s Lemma. �

In the next lemmas, the same sequence εN and the constant C may vary from one line to another.

Lemma 4.5. For any T > 0, there exists C > 0 and a sequence εN of positive numbers which tends
to 0 as N →∞, and such that for any 0 ≤ t ≤ T and k ∈ K,

∑
`

E
[
1t<σN

T

∣∣∣S̄N,`k (t)− S̄`k(t)
∣∣∣] ≤ εN +

C

N

∑
`

E

 sup
s≤t∧σN

T

SNk (0)∑
j=1

∣∣∣AN,`j,k (s)−A`j,k(s)
∣∣∣
 .

Proof. It follows from Gronwall’s Lemma that it suffices to show

E
[
1t<σN

T

∣∣∣S̄N,`k (t)− S̄`k(t)
∣∣∣] ≤ 1

N
E

1t<σN
T

SNk (0)∑
j=1

∣∣∣AN,`j,k (t)−A`j,k(t)
∣∣∣


+ C
∑
`

E

[∫ t∧σN
T

0

∣∣∣S̄N,`k (s)− S̄`k(s)
∣∣∣ ds]+ εN .

We first note that

S̄N,`k (t) = S̄N,`k (0)− 1

N

SN,`k (0)∑
j=1

AN,`j,k (t)−
∑
`′ 6=`

1

N
P `,`

′

S,k

(
N

∫ t

0
ν`,`

′

S,k(s)S̄N,`k (s)ds

)

+
∑
`′ 6=`

1

N
P `
′,`
S,k

(
N

∫ t

0
ν`
′,`
S,k(s)S̄N,`

′

k (s)ds

)
,

S̄`k(t) = S̄`k(0)−
∫ t

0
S̄`k(s)Γ̄

`
k(s)ds+

L∑
`′=1

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds .
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It is clear that as N →∞, the following convergences hold in L1(Ω):

S̄N,`k (0)→ S̄`k(0) ,

L∑
`′=1,`′ 6=`

1

N
P `,`

′

S,k

(
N

∫ t

0
ν`,`

′

S,k(s)S̄`k(s)ds

)
→

L∑
`′=1,`′ 6=`

∫ t

0
ν`,`

′

S,k(s)S̄`k(s)ds ,

L∑
`′=1,`′ 6=`

1

N
P `
′,`
S,k

(
N

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds

)
→

L∑
`′=1,`′ 6=`

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds ,

and the following identity holds:

−
∑
`′ 6=`

∫ t

0
ν`,`

′

S,k(s)S̄`k(s)ds+
∑
`′ 6=`

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds =

L∑
`′=1

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds .

Moreover, for all `′ 6= `,

E

[
1t<σN

T

∣∣∣∣ 1

N
P `,`

′

S,k

(
N

∫ t

0
ν`,`

′

S,k(s)S̄N,`k (s)ds

)
− 1

N
P `,`

′

S,k

(
N

∫ t

0
ν`,`

′

S,k(s)S̄`k(s)ds

)∣∣∣∣
+ 1t<σN

T

∣∣∣∣ 1

N
P `
′,`
S,k

(
N

∫ t

0
ν`
′,`
S,k(s)S̄N,`

′

k (s)ds

)
− 1

N
P `
′,`
S,k

(
N

∫ t

0
ν`
′,`
S,k(s)S̄`

′
k (s)ds

)∣∣∣∣
]

≤ CE

[∫ t∧σN
T

0

∣∣∣S̄N,`k (s)− S̄`k(s)
∣∣∣ ds+

∫ t∧σN
T

0

∣∣∣S̄N,`′k (s)− S̄`′k (s)
∣∣∣ ds] .

Now consider the difference

∆N,`
k (t) := − 1

N

SNk (0)∑
j=1

AN,`j,k (t) +

∫ t

0
S̄`k(s)Γ̄

`
k(s)ds .

We rewrite it as

∆N,`
k (t) =

1

N

SNk (0)∑
j=1

[A`j,k(t)−A
N,`
j,k (t)] +

∫ t

0
S̄`k(s)Γ̄

`
k(s)ds−

1

N

SNk (0)∑
j=1

A`j,k(t) .

It remains to show that, as N →∞,

1

N

SNk (0)∑
j=1

A`j,k(t)→
∫ t

0
S̄`k(s)Γ̄

`
k(s)ds

in L1(Ω). We note that

1

N

SNk (0)∑
j=1

A`j,k(t)→ S̄k(0)E
[
A`k(t)

]
= S̄k(0)

∫ t

0
E
[
1Xk(s)=`1Ak(s)=0

]
Γ̄`k(s)ds

= S̄k(0)

∫ t

0
E
[
1Xk(s)=` exp

(
−
∫ s

0
Γ̄
Xk(r)
k (r)dr

)]
Γ̄`k(s)ds

=

∫ t

0
S̄`k(s)Γ̄

`
k(s)ds ,
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where we have used successively the strong law of large numbers, the first line of (4.9), the fact that

P(Ak(s) = 0|Xk(·)) = exp
(
−
∫ s

0 Γ̄
Xk(r)
k (r)dr

)
, and formula (4.8) from Proposition 4.1. �

Lemma 4.6. For any T > 0, there exists a sequence εN of positive numbers which tends to 0 as
N →∞, and such that for any 0 ≤ t ≤ T , k ∈ K,

∑
`

E
[
1t<σN

T

∣∣∣ĪN,`k (t)− Ī`k(t)
∣∣∣] ≤ εN +

C

N

∑
`

E

 sup
s≤t∧σN

T

SNk (0)∑
j=1

∣∣∣AN,`j,k (s)−A`j,k(s)
∣∣∣


+ C
∑
`

E

[∫ t∧σN
T

0
|Γ̄N,`k (r)− Γ̄`k(r)|dr

]
.

Proof. Again, it suffices to show that

E
[
1t<σN

T

∣∣∣ĪN,`k (t)− Ī`k(t)
∣∣∣] ≤ εN +

C

N
E

1t<σN
T

SNk (0)∑
j=1

L∑
`′=1

∣∣∣AN,`′j,k (t)−A`′j,k(t)
∣∣∣


+ C
∑
`′

E

[∫ t∧σN
T

0

∣∣∣ĪN,`′k (s)− Ī`′k (s)
∣∣∣ ds]

+ C
∑
`

E

[∫ t∧σN
T

0
|Γ̄N,`k (r)− Γ̄`k(r)|dr

]
.

Four of the terms in the equation for ĪN,`k (t) (see (3.6)) are treated exactly as in the previous Lemma.
Moreover, by the strong law of large numbers,

1

N

IN,`
′

k (0)∑
i=1

1η−i,k≤t1Y 0,`′
i,k (η−i,k)=`

→ Ī`
′
k (0)

∫ t

0
q`
′,`
k (0, s)F 0

k (ds)

a.s. in D. It remains to consider the term

IN,`k (t) :=
1

N

SNk (0)∑
j=1

1τNj,k+ηj,k≤t
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (τNj,k+ηj,k)=`
.

For that sake, we introduce a new collection of i.i.d. PRMs Q̃`j,k on R3
+, for k ∈ K, ` ∈ L and j ≥ 1

with mean measure dsduFk(dr). The PRM Q̃`j,k is defined as follows. Let {s`,j,ki , u`,j,ki , i ≥ 1} be

some enumeration of the points of the PRM Q`j,k. Let {ηi, i ≥ 1} be some sequence of i.i.d. r.v.’s

which are globally independent of the PRM Q`j,k, and all have the distribution Fk(dr). The PRM Q̃

on R3
+ is given as

Q̃ =
∞∑
i=1

δ
s`,j,ki ,u`,j,ki ,ηi

.

With this new PRM, we have

IN,`k (t) =
1

N

SNk (0)∑
j=1

∑
`′

∫ t

0

∫ ∞
0

∫ t−s

0
1ANj,k(s−)=01Xj,k(s)=`′1Y s,`

′
j,k (s+r)=`

1
u≤Γ̄N,`

′
k (s−)

Q̃`
′
j,k(ds, du, dr) .
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Note that for each j and `′, the integral is either 0 or 1, which will allow us to simplify the difference
with a similar integral. We have

IN,`k (t) =
1

N

SNk (0)∑
j=1

∑
`′

∫ t

0

∫ ∞
0

∫ t−s

0
1Xj,k(s)=`′1Y s,`

′
j,k (s+r)=`

[
1ANj,k(s−)=01u≤Γ̄N,`

′
k (s−)

− 1Aj,k(s−)=01u≤Γ̄`
′
k (s−)

]
Q̃`
′
j,k(ds, du, dr)

+
1

N

SNk (0)∑
j=1

∑
`′

∫ t

0

∫ ∞
0

∫ t−s

0
1Aj,k(s−)=01Xj,k(s)=`′1Y s,`

′
j,k (s+r)=`

1
u≤Γ̄`

′
k (s−)

Q̃`
′
j,k(ds, du, dr) .

(4.18)

The expectation of the absolute value of the first term on the right of (4.18) evaluated at time
t ∧ σN

T
is bounded by

1

N
E

SNk (0)∑
j=1

∑
`′

sup
0≤s≤t∧σN

T

∣∣∣AN,`′j,k (s)−A`′j,k(s)
∣∣∣
+

∑
`′

E

[∫ t∧σN
T

0

∣∣Γ̄`′k (s)− Γ̄N,`
′

k (s)
∣∣ds] .

From the law of large numbers, the second term in (4.18) converges as N →∞, towards

S̄k(0)
∑
`′

E
[∫ t

0

∫ t−s

0
1Ak(s)=01Xk(s)=`′1Y s,`

′
k (s+r)=`

Γ̄`
′
k (s)dsFk(dr)

]
=
∑
`′

∫ t

0

∫ t−s

0
S̄`
′
k (s)Γ̄`

′
k (s)q`

′,`
k (s, s+ u)Fk(du)ds,

where we have used the fact that P (Ak(s) = 0|Xk) = exp
(
−
∫ s

0 Γ̄
Xk(r)
k (r)dr

)
and formula (4.8).

The result follows. �

Lemma 4.7. For any T > 0, there exists a sequence εN of positive numbers which tends to 0 as
N →∞, and such that for any 0 ≤ t ≤ T , and k ∈ K,

∑
`

E
[
1t<σN

T

∣∣∣R̄N,`k (t)− R̄`k(t)
∣∣∣] ≤ εN +

C

N

∑
`

E

 sup
s≤t∧σN

T

SNk (0)∑
j=1

∣∣∣AN,`j,k (s)−A`j,k(s)
∣∣∣


+ C
∑
`

E

[∫ t∧σN
T

0
|Γ̄N,`k (r)− Γ̄`k(r)|dr

]
.

The proof of this Lemma is very similar to that of the previous one, as the reader can easily
verify.

4.5. Completing the proof of Theorem 3.1. It follows from the above Lemmas that for each t > 0,

(S̄N,`k (t), F̄`k(t), ĪN,`k (t), R̄N,`k (t)) converges in probability asN →∞ towards (S̄`k(t), F̄N,`k (t), Ī`k(t), R̄`k(t)).
It remains to prove that the convergences hold in D.

We first consider F̄N,`k . Consider the right hand side of (4.12). The first term tends to 0 a.s.,
locally uniformly in t, thanks to Theorem 1 in [36]. Concerning the second term on the right of
(4.12), its convergence follows from the decomposition (4.13). The first term on the right of (4.13)
converges to 0 in probability locally uniformly in t, thanks to (4.14) and the rest of the proof of
Lemma 4.3, while the locally uniform convergence in t in probability of the second term follows
again from Theorem 1 in [36].

We now establish the convergence in D of the other quantities. We shall next use repeatedly
Dini’s theorem, which implies that a sequence of increasing functions which converges pointwise to



27

a continuous function, converges in fact locally uniformly. This applies to random functions which
converge in probability, since convergence in probability is equivalent to the fact that from any
subsequence, one can extract a further subsequence which converges a.s. Also note that at most one
limit term in each equation is discontinuous, so we will have no difficulty in adding convergences in
D.

We next consider the process S̄N,`k (t). Let us first discuss the Poisson terms, which are of the form

1

N
P `,`

′

S,k

(∫ t

0
ν`,`

′

S,k(s)SN,`k (s)ds

)
=

1

N
P `,`

′

S,k

(
N

∫ t

0
ν`,`

′

S,k(s)S̄N,`k (s)ds

)
,

which are non-decreasing and from the LLN for Poisson processes converge in probability, towards

the continuous function
∫ t

0 ν
`,`′

S,k (s)S̄`k(s)ds. Hence, from the second Dini theorem, the convergence is

locally uniform in t.
We finally need to consider the term from (3.5):

SNk (0)∑
j=1

AN,`j,k (t) =

SNk (0)∑
j=1

∫ t

0

∫ ∞
0

1ANj,k(s−)=01Xj,k(s)=`1u≤Γ̄N,`k (s−)
Q`j,k(ds, du) .

There exists a standard PRM Q`k(ds, du) on R2
+ such that

1

N

SNk (0)∑
j=1

AN,`j,k (t) =
1

N

SNk (0)∑
j=1

∫ t

0

∫ ∞
0

1
u≤1

AN
j,k

(s−)=0
1Xj,k(s)=`Γ̄

N,`
k (s−)

Q`j,k(ds, du)

=
1

N

∫ t

0

∫ ∞
0

1
u≤SN,`k (s−)Γ̄N,`k (s−)

Q`k(ds, du)

=

∫ t

0
S̄N,`k (s)Γ̄N,`k (s)ds+

1

N

∫ t

0

∫ ∞
0

1
u≤SN,`k (s−)Γ̄N,`k (s−)

Q̄`k(ds, du),

where we have used the fact that SN,`k (s) =
∑SNk (0)

j=1 1ANj,k(s)=01Xj,k(s)=`, and Q̄`k(ds, du) = Q`k(ds, du)−
dsdu. It follows from Lemmas 4.5, 4.3 and 4.4, that the first term on the right converges locally

uniformly in t in probability towards
∫ t

0 S̄
`
k(s)Γ̄

`
k(s)ds, while the second term is a martingale which

converges locally uniformly in t towards 0 in probability.

We next consider the process ĪN,`k (t). There are two new terms in (3.6), compared to (3.5). The
first one is

L∑
`′=1

IN,`
′

k (0)∑
i=1

1η0i,k≤t
1
Y 0,`′
i,k (η0i,k)=`

,

and the second one
SNk (0)∑
j=1

1τNj,k+ηj,k≤t
∑
`′

1Xj,k(τNj,k)=`′1
Y
τN
j,k

,`′

j,k (τNj,k+ηj,k)=`
.

It follows from the law of large numbers in D (see, e.g., [36]) that the first term converges in
probability in D towards

L∑
`′=1

Ī`
′
k (0)

∫ t

0
q`
′,`
k (0, s)F 0

k (ds) .

It remains to reconsider the argument used to treat IN,`j,k (t) in the proof of Lemma 4.6. The

uniformity in t of the convergence in probability to 0 of the first term on the right hand side of
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(4.18) is rather obvious. Concerning the second term, the uniformity in t of the convergence will
follow from Dini’s theorem, if we show that the mapping

t 7→ G(t) :=

∫ t

0

∫ t−s

0
S̄`
′
k (s)Γ̄`

′
k (s)q`

′,`
k (s, s+ u)Fk(du)ds

is continuous. But for t′ < t, if g(s, u) := S̄`
′
k (s)Γ̄`

′
k (s)q`

′,`
k (s, s+ u), we have with C := KLλ∗β∗,

G(t)−G(t′) =

∫
R2
+

1t′<s+u≤tg(s, u)Fk(du)ds

≤ C
∫
R2
+

1t′<s+u≤tFk(du)ds

≤ C(t− t′) ,
where the last inequality follows by integrating first with respect to s.

5. Appendix

The aim of this section is to establish the following Lemma.

Lemma 5.1. If h ∈ D, g is measurable from R+ into itself and for some C > 0, 0 ≤ h(t) ≤ C,
0 ≤ g(t) ≤ C for all t ≥ 0, then

t 7→
∫ t

0
h(t− s)g(s)ds

is continuous.

Proof. Let tn → t as n→∞.∣∣∣∣∫ t

0
h(t− s)g(s)ds−

∫ tn

0
h(tn − s)g(s)ds

∣∣∣∣
≤
∫ t∨tn

t∧tn
h(t ∨ tn − s)g(s)ds+

∫ t

0
|h(t− s)− h(tn − s)|g(s)1s≤tnds .

The first term on the right is bounded by C2|t − tn|, while the integrand in the second term is
bounded and converges to 0 ds a.e. �

This Lemma is used above in conjunction with the following remark. If (fn, gn)→ (f, g) in D2 and
g is continuous, then fn + gn → f + g in D. Indeed, for any T > 0, let λn,T be the time change from
[0, T ] into itself, which is such that sup0≤t≤T |λn,T (t)− t| → 0 and sup0≤t≤T |fn ◦λn,T (t)− f(t)| → 0.
Since g is continuous, sup0≤t≤T |gn(t)− g(t)| → 0, and also sup0≤t≤T |gn ◦ λn,T (t)− g(t)| → 0, and
we conclude that sup0≤t≤T |(fn + gn) ◦ λn,T (t)− f(t) + g(t)| → 0, which implies the result. Note
that if both f and g are discontinuous and have a common jump, the two convergences may involve
two incompatible time changes, and the sum may not converge in D.
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